Performance of the WRF Model at the Convection-Permitting Scale in Simulating Snowfall and Lake-Effect Snow Over the Tibetan Plateau
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Abstract This study investigated the performance of the Weather Research Forecasting (WRF) model at 4-km horizontal grid spacing in simulating precipitation, 2 m air temperature (T2), snowfall, and lake-effect snow (October 4–8, 2018) over the Tibetan Plateau (TP). Multiple simulations with different physical parameterization schemes (PPSs), including two planetary boundary layer schemes (Yonsei University and Mellor–Yamada–Janjic), no cumulus and multi-scale Kain-Fritsch, two land surface models (Noah and Noah-MP), and two microphysics schemes (Thompson and Milbrandt), were conducted and compared. Compared with gauge observations, all PPSs simulate mean daily precipitation with mean relative errors (MREs) of 27.7%–53.6%. Besides, spatial correlation coefficients (SCCs) between simulated and observed mean daily precipitation range from 0.56 to 0.71. For simulations of T2, all PPSs perform similarly well, even though the mean cold biases are up to about 3°C. Meanwhile, all PPSs exhibit acceptable performance in simulating spatial distributions of snow depth, snow cover, and snowfall amount, with SCCs of 0.37–0.65 between simulations and observations. However, the WRF simulations significantly overestimate snow depth (~0.4 cm mean error) and snowfall amount (MREs >372%). The Milbrandt scheme slightly outperforms the other PPSs in simulating snow-related variable magnitudes. Due to their inaccurate temperature and airflow modeling over the lake surface and its surroundings, none of the WRF simulations well reproduce the characteristics that more snow occurs over the lake and downwind area. Overall, this study provides a useful reference for future convection-permitting climate modeling of snow or other extreme events when using the WRF model in the TP and other alpine regions.

Plain Language Summary Snow falls frequently in cold seasons, especially in alpine regions. When there is a lake, a very interesting snowfall phenomenon named lake-effect snow may happen, that is, more snow occurred over the lake and downwind areas. However, the lake-effect snow caused by large lakes over the Tibetan Plateau (TP) may induce snow disaster events. Thus, conducting reliable simulations of lake-effect snow events are essential for understanding the mechanism of these particular events over the TP. This study investigated the performance of the numerical model in simulating precipitation, 2 m air temperature (T2), snowfall, and lake-effect snow (October 4–8, 2018) over the TP. The results show that the simulated precipitation and T2 perform reasonably well, although wet and cold biases are observed. However, the investigated numerical model fails to reproduce the characteristics of this event well, which may be due to the inaccurate temperature and airflow modeling over the lake surface and its surroundings. Continued improvement is needed for future modeling. Hence, this study provides some suggestions for future numerical modeling of lake-effect snow or other snow events over the TP and other alpine regions.

1. Introduction

The Tibetan Plateau (TP), often called the “Third Pole,” is the largest plateau in the world, with an average elevation of 4,000 m above sea level. It is also referred to as the “water tower of Asia” because it is the headwater of several major Asian rivers, providing fresh water for billions of people (Yao et al., 2022). The TP has the largest number of alpine lakes in the world with more than 1,400 lakes greater than 1 km\textsuperscript{2} (Ma et al., 2009; Zhao et al., 2022). In recent decades, most lakes over the TP have experienced rapid expansion in terms of their size.
and number due to global warming (Dong et al., 2018; Zhang et al., 2017, 2020). Lakes areas (when not frozen) are characterized by a low albedo, a low surface roughness, and a high specific heat capacity (Bonan, 1995) and have great impacts on the regional climate through land and atmospheric water and heat exchange (Notaro, Holman, et al., 2013; Wu et al., 2019). In addition, these lakes are an effective indicator of climate change due to the limited anthropogenic influence in this region (Zhang et al., 2020). Hence, quantifying the climatic effect of the lakes over the TP is beneficial to improving our understanding of the changes in the regional hydrological cycle and energy budget (Su et al., 2020; Wu et al., 2019; Xu et al., 2016).

The climatic effects of lakes are determined by the intrinsic lake features, local terrains, and background atmospheric circulations (Argent et al., 2015; Subin et al., 2012; Wen et al., 2015). Thus, they exhibit various diurnal and seasonal characteristics in different regions (Su et al., 2020; Vavrus et al., 2013; Williams et al., 2015). For example, the Great Lakes in North America strongly increase precipitation and heavy snowfall in downwind areas in cold seasons, while leading to a slight decrease in precipitation over the lakes in summer (Eichenlaub, 1970; Notaro, Zarrin, et al., 2013; Scott & Huff, 1996). Moreover, the existence of the Great Lakes reduces the amplitude of the diurnal cycle and the annual cycle of the air temperature over the lakes and surrounding areas (Notaro, Holman, et al., 2013). Different from the Great Lakes, Lake Victoria in the tropics causes reduced air temperature and enhanced precipitation throughout the year (Williams et al., 2015). As one of the largest lakes over the TP, Nam Co Lake has also been found to have an evident lake effect, reducing precipitation by 45%–70% over the lake in summer and enhancing precipitation by 60% over the lake and downwind areas in autumn as a result of the cooling and warming effects of the lake in summer and autumn, respectively (Dai, Yao, et al., 2020). In addition, Qinghai Lake over the TP results in a situation similar to that caused by Nam Co Lake (Su et al., 2020).

In particular, lakes over the TP and in many other places produce a phenomenon known as lake-effect snow (Eichenlaub, 1970) in cold seasons. The lake-effect snow usually occurs when below-freezing air passes over a lake’s warmer waters (Eichenlaub, 1970; Lavoie, 1972), which is characterized by more snow occurring over the lake and the downwind areas (Kristovich et al., 2003). Differently from ordinary snow, lake-effect snow tends to produce snow continuously for up to 48 hr over a particular area, which is usually not caused by a low-pressure system. It has been demonstrated that large lakes over the TP can increase snowfall in downwind areas, which plays an important role in causing regional snow disaster events (Dai, Chen, et al., 2020; Zhao et al., 2022). Accordingly, a reliable simulation of lake-effect snow is of great importance for understanding the dynamics and mechanism of these particular events over the TP. In fact, ordinary snow falls more frequently over the TP compared with lake-effect snow, especially at high altitudes. As a crucial component of the climate system, snow plays an essential role in shaping the climate and affecting the water cycle over the TP and its surrounding regions (Henderson et al., 2018; Shen et al., 2015; Xiao & Duan, 2016). Therefore, modeling the evolution of a snowfall event is necessary for revealing the land-atmosphere interactions during specific processes.

The Weather Research Forecasting (WRF; Powers et al., 2017; Skamarock & Klemp, 2008) model is a mesoscale numerical weather prediction system, which has been widely used to simulate snowfall and lake-effect snow events over the TP (e.g., Dai et al., 2018; Dai, Chen, et al., 2020; Li et al., 2009; Su et al., 2020). For example, Liu et al. (2019) used the WRF model to simulate a snow event over the TP in March 2017 and concluded that the WRF model could reproduce both the observed values and the spatial pattern of snow depth at the meteorological stations. In addition, Zhao et al. (2022) adopted the WRF model to quantify the impacts of Nam Co Lake and the surrounding terrain on an extreme snow event. Their results showed that Nam Co Lake played the predominant role in the formation of the investigated snow event, and the surrounding mountains amplified the lake effect precipitation/snow in the downwind areas. The WRF model offers various physical parameterization schemes (PPSs) for selection, an appropriate choice of PPSs to describe land-atmosphere interactions is essential for conducting the simulations of snowfall events. However, current studies provide limited evidence about the sensitivity of PPSs in simulating snowfall and lake-effect snow over the TP, especially at the convection-permitting scale.

The ongoing Convection-Permitting Third Pole (CPTP) project (http://rcg.gvc.gu.se/cordex_fps_cptp/), which is a Flagship Pilot Study (FPS) endorsed by the Coordinated Regional Downscaling Experiment of the World Climate Research Program (CORDEX), aims to enhance the understanding of the water cycle and extremes in the TP region. The objective of the first phase of the project is to assess the model’s skill in convection-permitting simulations of convection, precipitation, and snowfall over the TP (Prein et al., 2022). Setting up and testing the models for different meteorological cases over the TP can provide insights into model sensitivities and skills in...
2. Data and Methodology

2.1. Description of the Snowfall Event

The heavy snowfall event (Dai, Chen, et al., 2020) occurred during October 4–8, 2018, around Nam Co Lake (Figure 1). This was the largest snowfall event in October since recording began at Nam Co station in 2005. On 3 October 2018, a gust of cold air passed over the group of lakes, causing the daily minimum temperature in the region to drop by about 4.5°C within 24 hr. As a consequence, the daily minimum temperature reached the freezing point about 1 week earlier than in previous years. During the snow period, the snowfall to the east of Nam Co was more than 50 cm, while it was only 5 cm to the west of Nam Co, with an influence area of about 8,000 km² (Dai, Chen, et al., 2020), exhibiting typical characteristics of a lake-effect snow event. Meanwhile, extensive snowfall also occurred over the whole TP during this period.

2.2. Model Configuration and Experimental Designs

The WRF model is a state-of-the-art atmospheric modeling system designed for meteorological research and numerical weather prediction. The WRF model version 4.2.1 with a turbulent orographic drag scheme (Beljaars et al., 2004; Zhou et al., 2018, 2019) was used in the CPTP project. The forcing data used for the WRF simulations were the fifth generation of the European Centre for Medium-Range Weather Forecasts (ECMWF) atmospheric reanalysis of the global climate (ERA5) (Copernicus Climate Change Service (C3S), 2017), with hourly and 0.25° × 0.25° temporal and spatial resolutions, respectively. Two nested domains with horizontal grid spacings of 12 km (D1) and 4 km (D2) were configured (Figure 1). Only the hourly output in the inner domain (i.e., D2) was utilized in this study. Forty-nine levels were set in the vertical direction. For the WRF simulations, a reference run was used, which was offline nested and initialized from the 12 km grid spacing simulations (performed on D1) and started 18 months before the case occurrence. That is, the 4 km (D2) simulations were initialized using the conditions from about 18 months of the 12 km (D1) spin-up simulations.

The PPSs for the reference run were set as follows: the rapid radiative transfer model for general circulation models (RRTMG) scheme for longwave and shortwave radiation (Iacono et al., 2008), no cumulus parameterization (CU), the Thompson scheme for the microphysics (MP) (Thompson et al., 2008), the Yonsei University (YSU) scheme for the planetary boundary layer (PBL) (Hong et al., 2006), and the Noah-MP (multi-physics) land surface model for the land surface model (LSM) (Niu et al., 2011). These physics settings of the reference run have been proven to perform well in the U.S (Liu et al., 2017). To examine the performances of the different PBL, CU, LSM, and MP schemes in simulating snowfall and lake-effect snow, five different simulations were performed using the WRF model. In addition to the reference run, in the other four simulations, only one of the terms of the representation of certain processes and can guide the modeling strategy for further long-term climate simulations. After an overview of experimental design and model performance in simulating three meteorological cases over the TP in Prein et al. (2022), this study focuses on an in-depth analysis of snowfall and lake-effect snow for the snowfall case simulated by the WRF model. This snowfall event occurred on October 4–8, 2018 (details presented in Section 2.1) over the whole TP, which was accompanied by the occurrence of a typical lake-effect snow event around Nam Co Lake. Specifically, the objective of this study was to evaluate the performance of the WRF model with different PPSs in simulating snowfall and lake-effect snow over the TP based on this snowfall event at the convection-permitting scale. The tested PPSs covered four main types, including two cumulus schemes, two land surface models, two microphysics schemes, and two planetary boundary layer schemes, which will be described in Section 2.2. The remainder of the manuscript is organized as follows. The data and methodology are introduced in Section 2. The results and discussion are presented in Sections 3 and 4, respectively. Finally, the summary and conclusions are presented in Section 5.
Table 1
Summary of Set-Ups Used in All Simulations

<table>
<thead>
<tr>
<th>Sim_id</th>
<th>PBL</th>
<th>CU</th>
<th>LSM</th>
<th>MP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference-run</td>
<td>YSU</td>
<td>\</td>
<td>Noah-MP</td>
<td>Thompson</td>
</tr>
<tr>
<td>PBL-MYJ</td>
<td>MYJ</td>
<td>\</td>
<td>Noah-MP</td>
<td>Thompson</td>
</tr>
<tr>
<td>CU-MSKF</td>
<td>YSU</td>
<td>MSKF</td>
<td>Noah-MP</td>
<td>Thompson</td>
</tr>
<tr>
<td>LSM-Noah</td>
<td>YSU</td>
<td>\</td>
<td>Noah</td>
<td>Thompson</td>
</tr>
<tr>
<td>MP-Milbrandt</td>
<td>YSU</td>
<td>\</td>
<td>Noah-MP</td>
<td>Milbrandt</td>
</tr>
</tbody>
</table>

Note: Bold PPSs indicate the PPSs that were changed for each simulation compared with the reference run. PBL, planetary boundary layer; CU, cumulus; LSM, land surface model; MP, microphysics.

PPSs was changed at a time, while all of the other schemes were set identically to the reference run. For the selection of the PPSs, at least one of the following criteria should be satisfied: (a) they are widely used in the WRF community; (b) they have excellent performance according to previous studies; and (c) they are not tested in Prein et al. (2022).

In total, the PPSs of these simulations covered two PBLs, two CUs, two LSMS, and two MPs (Table 1). Then, the four different sets of PPSs were compared as follows: the YSU scheme and Mellor-Yamada-Janjic (MYJ) (Janjic, 1994) scheme, the no-cumulus scheme and multi-scale Kain-Fritsch (MSKF) (Zheng et al., 2016) scheme, Noah-MP LSM and Noah LSM (Tewari et al., 2004), and the Thompson scheme and Milbrandt scheme (Milbrandt & Yau, 2005a, 2005b). Next, a brief description of these PPSs is given. The YSU scheme is a first-order nonlocal scheme, which has been successfully implemented in the WRF model to produce a more realistic structure and development of the PBL (Hong et al., 2006). The MYJ scheme uses the 1.5-order turbulence closure model to represent turbulence above the surface layer (Janjic, 1994), which is suitable for all stable and slightly unstable flows, but a large error is likely to appear in the convective boundary layer. The MSKF scheme introduced scale-aware parameterized cloud dynamics for high-resolution forecasts by modifying based on the Kain-Fritsch convective parameterization scheme (Zheng et al., 2016), which outperforms the other cumulus schemes in simulating precipitation of the TP in terms of both the mean intensity and diurnal cycles with a horizontal resolution of 9 km (Ou et al., 2020). The Noah-MP and Noah LSM are both widely used LSMS in the WRF model, but the Noah-MP LSM is more complex than the Noah LSM with more advanced physical parametrization schemes. The Noah LSM combines vegetation with a bulk layer of snow and soil by using a surface layer, while the Noah-MP LSM uses a separate vegetation canopy layer and three snow layers based on the Noah LSM (Liu et al., 2019). The Thompson scheme contains prognostic equations for cloud water, cloud ice, snow, rain, and graupel mass mixing ratios. To increase the accuracy and maintain computational efficiency, only the cloud ice and rainwater species are double moment in the Thompson scheme (Thompson et al., 2008). The Milbrandt scheme is double moment for all species, with separate classes for graupel and hail (Milbrandt & Yau, 2005a, 2005b), which may have great potential in simulating snowfall events (Milbrandt et al., 2012).

2.3. Methodology for Evaluating Model Performances

2.3.1. In-Situ Observations

In-situ observations were used as references to evaluate the performance of the WRF in simulating the precipitation, air temperature at 2 m (T2), and snow depth. These in-situ observations were provided by the Chinese Meteorological Administration (CMA), including daily precipitation and T2 for 529 stations, hourly precipitation and T2 for 126 stations, and daily snow depth data for 125 stations in the study area (i.e., TP) during the study period (i.e., October 4–8, 2018) (Figure 1).

2.3.2. Gridded Observations

Since the meteorological stations were mainly located on the central and eastern TP, a remote sensing-based gridded precipitation product and a station-based gridded temperature data set were also applied as supplements to better investigate the temporal and spatial distributions of the simulated precipitation and T2.

The gridded precipitation was derived from the Global Precipitation Measurement (GPM) Mission. The integrated multi-satellite retrievals for the GPM (IMERG) final run product (Huffman et al., 2019) were used in this study, with a temporal resolution of 30 min and a spatial resolution of 0.1° (~10 km). Although GPM data has been widely used in many studies over the TP (Li, Qi, & Chen, 2019), it has a deficiency in terms of detecting snowfall (Behrangi et al., 2014; Immerzeel et al., 2015). Therefore, the GPM precipitation was compared with the gauge observations to confirm if it was suitable for use as a reference at the grid scale from October 4 to 8, 2018, over the TP. When compared with the gauge observations, the GPM precipitation of the closest grid points was used. As can be seen from Figure S1 in Supporting Information S1, the GPM mean daily precipitation data exhibits a spatial distribution similar to that of the gauge station data, with a spatial correlation coefficient (SCC) of 0.73. In addition, the GPM data is slightly drier than the gauge observations.
during October 4–8, 2018, with a mean relative error (MRE) of −12.9%. Although the reliable performance of the GPM mean daily precipitation is not found at some gauge stations due to their locations and complex surrounding terrain, GPM generally reproduces the mean daily precipitation of most gauge stations during the study period. Thus, using the GPM data as a reference is still reasonable for evaluating the performance of the WRF model in simulating precipitation at the grid scale.

The gridded temperature data were obtained from the China meteorological forcing data set (CMFD), which was created through a fusion of remote sensing products, reanalysis data sets, and in-situ observations at meteorological stations (He et al., 2020; Yang & He, 2019). The temporal resolution of the CMFD is 3 hr and the spatial resolution is 0.1° (~10 km). The reasonable performance of this data set in capturing the observed temperature over the TP has been shown in previous studies (Li, Qin, et al., 2022; Xie et al., 2017; Yang et al., 2021).

In addition, to evaluate the performance of the WRF model in simulating the snow-related variables, the probability of liquid precipitation (PL) of the GPM was also used. The PL within the range of 0%–100% was calculated based on the wet-bulb temperature using the method of Sims and Liu (2015), which can be applied to estimate the precipitation phase (rain, sleet, and snow) for any global precipitation field (Huffman et al., 2019). The higher the PL value is, the more likely the precipitation will fall as rain. According to a previous study, if the PL within a half-hour interval is less than 20%, the precipitation during this half-hour can be considered to be snow over the TP (Li, Qi, & Chen, 2022). Thus, 20% was used as the threshold for distinguishing the snow phase to calculate the snowfall amount of the GPM in this study. In addition, a new Medium Resolution Imaging Spectroscopy (MODIS) snow cover extent product over China (Hao, 2021) was also used to assess the performance of the WRF model in simulating the snow cover. This product was produced based on MOD09GA/MYD09GA surface reflectance data and has higher accuracy than standard MODIS snow products (Hao et al., 2022).

### 2.3.3. Evaluation Metrics

The performances of the WRF model in simulating the precipitation, T2, and snow-related variables were evaluated using three commonly used statistical metrics: the mean error (ME), MRE, and SCC. Among these metrics, the ME was used to calculate the deviation of the T2 and snow depth, which demonstrates the systematic deviation of the simulations from the observations. Considering there are great seasonal and regional variations of precipitation (or snowfall amount) over the TP, the MRE was used to describe the deviation degree of the simulated precipitation (or snowfall amount) from the observations. The MRE was calculated by dividing the precipitation (or snowfall amount) difference between the WRF simulations and the observations (the WRF simulations minus observations) by the observations. The SCC was applied to measure the ability of simulations to reproduce the spatial distributions of precipitation, T2, and snow-related variables. When calculating the statistical metrics based on station observation data, the gridded precipitation, T2, and snow depth from the WRF simulations were interpolated to the locations of the stations using the nearest-neighbor interpolation method, and the gridded observations were re-interpolated to the WRF grids using the bilinear interpolation method.

### 3. Results

All of the WRF simulations were performed for the heavy snowfall event, and thus, the analyses focused on the snow-related variables. Considering precipitation and temperature are the two most important variables for the hydrological cycle, they were also analyzed.

#### 3.1. Performance of WRF in Simulating Precipitation

The spatial distributions of the mean daily precipitation averaged from October 4 to 8, 2018, for the GPM, gauge observations, and WRF simulations are shown in Figure 2 and Figure S2 in Supporting Information S1. The results show that the precipitation was mainly concentrated over the southeastern TP during October 4–8, 2018, and the maximum value was >10 mm/d. The spatial distributions of the mean daily precipitation are similar for all of the WRF simulations and agree well with both the gauge observations and GPM, with the SCCs ranging from 0.56 to 0.71. The MRE values of the mean daily precipitation relative to the gauge observations and GPM are presented in Figure S3 in Supporting Information S1. All of the WRF simulations exhibit wet biases for most of the stations and grids over the TP. However, the MRE values of the mean daily precipitation are generally larger when compared with the GPM. This may be because that the GPM is drier than the gauge observations.
In addition, the YSU scheme, MSKF scheme, Noah LSM, Thompson scheme respectively show lower MREs than the PPSs of the same type in simulating the mean daily precipitation, with the mean MREs ranging between 27.7% and 53.6% (between 35.6% and 80.2%) compared with the gauge observations (GPM). The accumulated precipitation of the gauge observations, GPM, and all of the WRF simulations during October 4–8, 2018 averaged over 126 stations were also analyzed (Figure 3). Figure 3 also shows that all of the simulations capture the temporal variability of the observed accumulated precipitation, but they exhibit wet biases. Moreover, the accumulated precipitation of the MSKF scheme and Noah LSM is about 11 mm, which is relatively close to the gauge observations. The MYJ scheme has the largest wet bias among all of the WRF simulations, with accumulated precipitation of about 13 mm. According to the previous study, these wet biases are probably caused by the complex terrain in the TP, which produce more precipitation by enhancing the uplift of small and medium-sized terrain in the simulations (Ren et al., 2020).

In summary, the above results demonstrate the general agreement between the WRF simulations and the observations for precipitation. When using the GPM and gauge observations as references, the simulation with the YSU scheme, MSKF scheme, Noah LSM, and Thompson scheme perform better than the other combinations in simulating the precipitation during this snowfall event.

Figure 3. Accumulated precipitation for the gauge stations, GPM, and WRF simulations during October 4–8, 2018. The values are averaged over 126 stations.
3.2. Performance of WRF in Simulating T2

Figure 4 shows the spatial distributions of the mean daily T2 averaged from October 4 to 8, 2018, for the CMFD, gauge observations, and WRF simulations. The mean daily T2 in the southern and northeastern TP was up to 20°C warmer than that in other areas of the TP during October 4–8, 2018. The spatial distributions of the mean daily T2 for all of the WRF simulations agree well with the gauge observations and CMFD, and all of the SCC values are >0.86. The ME values of mean daily T2 relative to the gauge observations and CMFD are shown in Figure S4 in Supporting Information S1. The results show that the WRF simulations exhibit cold biases at both the station and grid scales, which is consistent with the results of previous studies (e.g., Lin et al., 2021; Prein et al., 2022; Wang et al., 2021). In addition, the cold biases relative to the gauge observations are larger than the cold biases relative to the CMFD, with ME values ranging from −5° to 0°C for most of the stations. The mean ME values calculated based on the CMFD range from −2° to −1°C and are generally 1°–2°C smaller than those calculated based on the gauge observations. This may have been because the in-situ stations are mostly located in valleys (Li, 2018).

The performance of the WRF model in simulating the hourly T2 time series during October 4–8, 2018 is displayed in Figure 5. The results show that the variability of the hourly T2 from the CMFD and all of the WRF simulations agree well with that of the gauge observations from October 4 to 8, 2018. Independent of the PPSs, all of the simulations exhibit an overall cold bias relative to the gauge T2 observations, which is probably linked to the well-known systematic cold bias of the WRF model in high altitude areas (Bonekamp et al., 2018; Gao et al., 2015; Lin et al., 2021). The cold biases range from −5° to 0°C, and the maximum values occur at the maximum and minimum T2 on each day. In general, all of the WRF simulations reproduce well the spatiotemporal distribution of T2 over the TP, and their performances in simulating T2 are quite similar.

3.3. Performance of WRF in Simulating Snow-Related Variables

3.3.1. Snow Depth and Snow Cover

The snow depth is an important indicator of the intensity of a snow event (Liu et al., 2019), and thus, it was the first snow-related variable analyzed in this study. Because there was no suitable gridded snow depth product, the performance of the WRF model in simulating the snow depth was only evaluated at the site scale using the gauge snow depth data for 125 stations over the TP. The spatial distributions of the mean snow depth averaged from October 4 to 8, 2018 for both the gauge observations and WRF simulations are displayed in Figure 6 and Figure S5 in Supporting Information S1. The results show that the snow cover is mainly concentrated on the southeastern and northwestern TP, with a maximum mean snow depth of up to 5 cm. All of the WRF simulations generally capture the spatial pattern of the mean snow depth, with SCC values ranging from 0.37 to 0.45. In addition, the
MYJ scheme (SCC = 0.45) and Milbrandt scheme (ME = 0.16 cm) perform the best in simulating the spatial distribution and magnitude of the gauged snow depth, respectively. However, all of these WRF simulations tend to overestimate the snow depth, with ME values of about 0.4 cm. Considering the mean daily T2 in Figure 4, it is found that the spatial distributions of the simulated snow depth are quite similar to those of the mean daily T2. This indicates that the existence of the snow on the ground in the WRF simulations may have led to the underestimation of T2.

In terms of simulating the daily snow depth series during October 4–8, 2018 (Figure 7), the PPSs used in the reference run, except for the CUs (YSU, MSKF, Noah-MP, and Thompson), outperform the PPSs of the same type in capturing the variability of the daily snow depth gauge observations. All of the WRF simulations overestimate the mean snow depth, especially the MYJ scheme, which has mean biases of >0.5 cm. All of the simulations overestimate the snow depth already at the beginning of this snow event (4 October 2018), which is the main reason why the daily snow depth is overestimated in the WRF simulations compared to the gauge observations. This may have been related to the initial conditions of the WRF simulations that the 12 km WRF simulations start to accumulate snow over the TP too early. At the same time, the forcing data for 12 km WRF simulations (i.e., ERA5) overestimates the snow depth over the TP (Orsolini et al., 2019), which may have led to this situation.
According to the MODIS snow data during the study period, the snow cover extent was the largest on 8 October 2018. Thus, October 8 was selected to evaluate the performance of the WRF in simulating the snow cover. Figure 8 shows the snow cover for the MODIS and WRF simulations on October 8. As expected, the spatial distribution of the snow cover exhibits a pattern similar to that of the snow depth, which is generally captured by all of the WRF simulations, with SCC values of around 0.5. However, it is evident that all of the simulations also overestimate the snow cover extent, which is consistent with the simulated snow depth.

### 3.3.2. Snowfall Amount

The snowfall amount is one of the most important variables for describing an extreme snow event. Hence, the snowfall amount of the GPM was used as a reference to evaluate the performance of the WRF model in simulating the snowfall amount, which was calculated based on the precipitation and PL. The spatial distributions of the snowfall amount during October 4–8, 2018, for the GPM and WRF simulations are displayed in Figure 9. The most snowfall occurred to the northeast of Nam Co Lake, and the maximum snowfall amount reached 50 mm. However, all of the simulations significantly overestimate the snowfall amount, especially over the southeastern TP. The MRE values of the WRF simulations are greater than 350%. In particular, the MYJ scheme exhibits a considerable difference in simulating the snowfall amount, with an MRE of 745%. The large MRE values of these simulations are partially due to the small snowfall amount over most areas of the TP, and thus, a small bias is sufficient to cause a large MRE value. In terms of simulating the spatial distribution of the snowfall amount, all of the simulations agree well with the GPM, with SCC values of >0.59.

![Figure 7. Daily snow depth time series for the gauge stations and the WRF simulations during October 4–8, 2018. The values are averaged over 125 stations.](image)

![Figure 8. Snow cover from (a) MODIS and (b–f) WRF simulations on 8 October 2018, with SCC calculated based on MODIS.](image)
Based on the spatial distributions of the GPM snowfall amount during October 4–8, 2018, three regions were partitioned for further analyses (Figure 9). Specifically, the selection of these three regions should fulfill the following criteria: (a) they cover the areas of snowfall as much as possible; (b) the snowfall in each area is spatially continuous; and (c) they differ as much as possible in terms of magnitude or spatial distribution of snowfall. Eventually, the selected three regions are located in the north (region 1), downwind area (region 2), and east (region 3) of Nam Co Lake. The regional mean accumulated snowfall of the GPM and WRF simulations from October 4 to 8 over the three regions is shown in Figure 10. The accumulated snowfall in region 2 and region 3 is about two to three times that in region 1. The regional mean accumulated snowfall of the GPM in region 1 is about 5 mm and is captured well by all of the simulations. However, the WRF simulations tend to overestimate the accumulated snowfall of the GPM in regions 2 and 3. Specifically, the regional mean accumulated snowfall of the GPM is 7.9 mm in region 2, while the simulated values range from 12 to 15 mm. Moreover, among the simulations, the Noah LSM performs the best in simulating the accumulated snowfall in region 2. The simulated regional mean accumulated snowfall is closer to the GPM in region 3 than in region 2, and the performances of the simulations are quite similar, except for that of the MYJ scheme. These results indicate that the WRF model has a great potential for simulating light snowfall, which is consistent with the conclusion of Liu et al. (2019).

Because the snowfall during October 4–8 in region 2 was typical lake-effect snow, further analysis was conducted. Figure 11 shows that the lake-effect snow event investigated in this study is well visible by the reference data (i.e., snowfall of GPM, and 10 m wind field of ERA5). It can be seen that more intense snowfall occurs over the lake and downwind area. However, there are remarkable differences between all of the simulations and references. None of the WRF simulations capture the characteristics of the lake-effect snow, neither the spatial distribution of
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**Figure 9.** Spatial distributions of the snowfall amount during October 4–8, 2018: (a) GPM, and (b–f) WRF simulations, with MRE and SCC calculated based on GPM.
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**Figure 10.** Accumulated snowfall from the GPM and WRF simulations from October 4 to 8, 2018. The values are averaged over three regions.
the snowfall nor the 10 m wind field. To determine why the WRF model fails to accurately simulate the characteristics of lake-effect snow, the mean daily T2 in region 2 was also analyzed. The CMFD accurately depicts the fact that Nam Co Lake acted as a heat source during October 4–8, 2018 (Figure S6 in Supporting Information S1). In fact, all of the WRF simulations also show the lake is a heat source, which is consistent with the CMFD. However, it is found that the simulated temperature of the lake surface and its surroundings all exist large cold biases, which may be one of the primary reasons why all of the WRF simulations fail to reproduce this lake-effect snow event. Moreover, the west wind dominates the wind pattern over the lake in ERA5, while the dominant winds are south or east in the simulations. It can be seen that the airflows over the lake are not accurately captured by the WRF simulations, which is another important reason for the above results.

Although none of the WRF simulations can satisfactorily reproduce the characteristics of the lake-effect snow predicted by theory, that is, the snow mainly falls over the lake and downwind areas, overall, all of the WRF simulations have acceptable performances in simulating the spatial distributions of the snow-related variables over the entire TP. In terms of the performance of the WRF model in simulating the magnitudes of the snow-related variables, the Milbrandt scheme slightly outperforms the other PPSs. The other four PPSs share a similar performance in simulating the snow-related variables.

4. Discussion

The performance of the WRF model with different PPSs in simulating snowfall and lake-effect snow (October 4–8, 2018) was investigated over the TP. Generally, all of the simulations capture the main characteristics of the snow-related variables concerning the spatial distributions and magnitudes, which performance are basically consistent with the previous studies (e.g., Liu et al., 2019, 2021, 2022). Meanwhile, due to the limitation of the model and forcing data, possible reasons for these results of snow-related variables can be explained. Therefore, all of the simulations have acceptable performances in simulating both the spatial distributions and magnitudes.
of the snow-related variables. However, it is difficult to identify the PPS that consistently performs the best. By evaluating the performance of the WRF model in simulating specific weather features at the regional scale, it is found that all of the simulations assessed in this study leave much to be desired. None of these simulations reproduces the spatial distribution features of lake-effect snow most likely due to their inaccurate modeling of the temperature and airflow over the lake surface and its surroundings. This means that the use of optimal PPSs may not be an effective way to improve the accuracy of the WRF model in simulating lake-effect snow events. The sources of these errors may be more related to land surface processes and less associated with atmospheric processes. Coupling with a lake model may be helpful in getting the issue resolved. Previous studies have shown that the typical spatial distribution characteristics of lake-effect snow can be well simulated when the WRF model is coupled with a lake model (Zhao et al., 2022). This is because the lake model can satisfactorily reproduce the variations in the thermal stratification of lake surface temperature by adjusting several key parameters (Wu et al., 2020). As a consequence, simulations of meteorological variables over the lake and surrounding areas can be largely improved (Huang et al., 2019; Wu et al., 2020; Xu et al., 2016). Therefore, a deeper analysis for understanding the mechanisms of lake-effect snow can be conducted by coupling a lake model with the WRF model in the future. Moreover, the effects of the lake model setting on the simulated lake-effect snow are also worth exploring.

Previous studies have shown that snowfall simulations are more sensitive to MPs when the terrain is complex (Liu et al., 2011). In this study, it was found that the Milbrandt scheme performs better than the Thompson scheme in simulating the snow-related variables, while the Thompson scheme has more potential in simulating precipitation over the TP, which has also been reported in other studies (Li et al., 2017; Maussion et al., 2014). Although the cloud structures and precipitation mechanisms simulated using the Thompson and Milbrandt schemes are consistent (Milbrandt et al., 2012; Zha et al., 2020), the consideration of the physical processes in the Milbrandt scheme is more comprehensive. In particular, the main conversion terms of the snow in the Milbrandt scheme are more variable and realistic than those in the Thompson scheme (Mei et al., 2015), leading to reliable simulations of the snow-related variables (Milbrandt et al., 2012).

In addition, the Noah LSM exhibits a slightly better performance than the Noah-MP in simulating snowfall, but this is not the case for simulating snow depth. The Noah LSM simply assumes that snowfall occurs when the surface air temperature is lower than the freezing point, while the Noah-MP LSM applies a relatively complex function to simulate the snowfall (Liu et al., 2019). In fact, the surface air temperature at the location of the snowfall during this event is lower than the freezing point most of the time, thus the Noah LSM tends to exhibit better performance in simulating snowfall than the Noah-MP LSM. For the simulations of the snow depth, the Noah LSM has a deficiency in simulating the albedo over snow-covered areas (Meng et al., 2018). Specifically, the Noah LSM only considers a single layer of snowpack, and thus, it tends to overestimate the snow albedo needed to maintain the snow on the ground (Chen et al., 2014), resulting in a cold bias and overestimation of the snow depth over the TP. Hence, when conducting the WRF simulations of snow events, the albedo parameterization can be switched off and replaced with the MODIS albedo (Wang et al., 2021). In addition, the improved snow albedo parameterization scheme developed by Liu et al. (2021, 2022) has a strong potential for snow event simulation over the TP. This also provides a great option for future modeling to obtain more reliable simulations of snow-related variables.

The results of this study may include multiple sources of uncertainty related to the data availability and model simulations. On the one hand, the gauge stations are sparsely and unevenly distributed over the western TP. Although satellite-based or station-based gridded observations were also used for the evaluation, there are differences between these two types of observations. For example, the GPM and CMFD exhibit dry and cold biases, respectively, when compared with the gauge observations. On the other hand, the distance between the actual locations of the gauges and the associated grid point may lead to large elevation differences in the complex terrain (Lin et al., 2021; Wang et al., 2021). Thus, the point to point comparisons between the observations and simulations may have discrepancies. In addition, all of the WRF simulations with different PPSs assessed in this study exhibit cold biases. The cold bias may be affected by the references used. For example, in-situ observations are generally located in valleys (Li, 2018) that have relatively higher temperatures than their surroundings. Large deviations exist in the derived temperature data sets as shown by Prein et al. (2022). Besides, the forcing data (i.e., ERA5) largely overestimates the snow depth over the TP (Orsolini et al., 2019), which may also contribute to the cold bias in the WRF simulations. Although it has been found that bias correction of the ERA5 initial snow depth can significantly reduce cold biases when conducting the WRF simulations (Lin et al., 2021; Wang
et al., 2021), the cold bias over the TP could not be eliminated. As was previously mentioned, these cold biases may be caused by the systematic cold bias of the WRF model when conducting simulations over high altitude regions (Bonekamp et al., 2018; Gao et al., 2015). Therefore, it is necessary to further investigate whether there are similar situations when using other regional climate models to conduct convection-permitting simulations over the TP. At last, it is needed to emphasize that the results of this study are valid for the particular case and some of the details on how certain model physics perform may be case-dependent. Future studies should focus on other cases and longer time periods.

5. Summary and Conclusions

In this study, the performance of the WRF model with different PPSs in simulating snowfall and lake-effect snow (October 4–8, 2018) over the TP was investigated. Various parameterization schemes were applied in the WRF model, including two PBLs (YSU and MYJ), two CUs (no cumulus and MSKF), two LSMs (Noah and Noah-MP), and two MPs (Thompson and Milbrandt), and the results were compared. The following conclusions were drawn.

1. All of the WRF simulations agree well with the observations in simulating the mean daily precipitation over the TP, even though they tend to exhibit wet biases. Generally, the YSU scheme, MSKF scheme, Noah LSM, and Thompson scheme are the best schemes (SCCs = 0.56–0.71; mean MREs = 27.7%–53.6%) for simulating the mean daily precipitation during this snow event, compared with the gauge observations. The results are similar when compared with the satellite observations (i.e., GPM). For the simulation of the accumulated precipitation during this event, the above-mentioned PPSs also perform better than the others. However, cold biases exist for all of the PPSs, with mean ME values ranging from −3.3°C to −2.9°C (−1.7°C to −1.2°C) when compared with the gauge observations (CMFD). In addition, all of the WRF PPSs perform excellently in simulating the variability of the hourly T2, even though the cold biases are up to 3°C over the TP when compared with the gauge observations.

2. All of the WRF simulations with different PPSs perform reasonably well in simulating the spatial distribution of the mean daily T2. When compared with the gauge observations and CMFD, their SCC values are >0.86. However, cold biases exist for all of the PPSs, with ME values ranging from −3.3°C to −2.9°C (−1.7°C to −1.2°C) when compared with the gauge observations. All of the WRF PPSs perform excellently in simulating the variability of the hourly T2, even though the cold biases are up to 3°C over the TP when compared with the gauge observations.

3. All of the PPSs assessed exhibit acceptable performances in simulating the spatial distributions of the snow depth, snow cover, and snowfall amount, with SCC values between simulations and observations of greater than 0.37, 0.50, and 0.59, respectively. However, all of the WRF simulations overestimate the snow depth of gauge observations and snowfall amount of the GPM during October 4–8, 2018. Overall, the Milbrandt scheme slightly outperforms the other PPSs in simulating the magnitudes of the snow-related variables. However, none of them can satisfactorily reproduce the characteristics of this lake-effect snow event; that is, more snow occurs over the lake and downwind areas, due to their inaccurate modeling of the temperature and airflow over the lake surface and its surroundings.
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The GPM data is available at the NASA Goddard Earth Sciences Data and Information Services Center (https://pmm.nasa.gov/data-access/downloads/gpm). The TP boundary data and CMFD are available at National Tibetan Plateau Data Center (http://data.tpdc.ac.cn).
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