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Abstract

Within project ‘Extreme rainfall events in Swederdaheir importance for local planning’ two
main tasks have been the focus: a) identifyingdsesf precipitation extremes in Sweden using
daily precipitation observations from 220 statidsing the period 1961-2004, and b) projecting
future changes in the extremes over the next 1@6s\@y using a weather generator developed for
Sweden. Extreme precipitation is expressed in t@esght indices, which are chosen from a
much larger set of possible indices based on wmudsion between the authors and the reference
group of the project. They describe specific agpetextreme precipitation considered to be
important for Sweden. These also include indicemtjtying means as well as dry conditions. All
indices are calculated based on daily precipitatiom measurements or simulations by the
weather generator developed in this project.

The trend analysis has been reported in an eaglert (Achberger and Chen, 2006). One of the
main conclusions is that a clear majority of thetishs show trends in all indices towards wetter
conditions between 1961 and 2004, implying an is®edn precipitation in the annual means and
extremes. This finding is generally in line witlsuéts from other studies concluding that regions at
middle and higher latitudes are getting wetter exttemes are becoming more frequent and more
intense. Separate trend analysis for the diffeseatons show that climate mainly gets wetter in
winter, spring and summer, while decreasing trexoadsd be observed at many stations in autumn.

The second task of the project includes severpkdteobtain future local information about
extreme precipitation climates. 1) a stochastic @hod weather generator simulating daily
precipitation time series for the present climatdaveloped for each of the 200 Swedish stations.
The observed daily precipitation at these statisnsed to calibrate the parameters of the moglel. 2
Present day climate simulation and future projexdtiof daily precipitations for Sweden from two
global climate models (GCMs), ECHAM5 and HadCM% extracted and used to get weather
generator parameters for the present and futureatdis at the GCMs scale for Sweden. 3) The ratio
of the weather generator parameters for the pretiemte simulated by the GCMs to those
calculated for each station falling into the GCNbdryox are computed for all the stations. 4) These
ratios are assumed to be valid in the future clantitat way the future parameters for each station
under the projected future climate by GCMs candleutated. 5) Using the estimated future
parameters, the future daily precipitation at estetion can be simulated with help of the weather
generator. 6) Finally the simulated daily precitita for the future is used to compute the eight
indices.

By following all the steps above, future extremeqgpitation at local scale in Sweden under the
SRES A2-scenario is obtained and presented. Asceeghethe changes vary from station to station
within a short distance, further demonstratingrteed of downscaling from GCM scale to local
scale. However, an overall trend of increased feegies and intensity of the extremes can still be
identified for the majority of the stations studiddhe developed downscaling methodology has
been relatively simply but useful in deriving logakcipitation changes including changes in the
extremes for local application.



1. Introduction

The impact of climate change on society due to geanin the atmospheric greenhouse gas
concentrations is of fundamental importance for theure planning and management. The

characteristics of extreme events are part of lingate. As the climate changes, the characteristics
of extremes may also change (Beniston and Stephe@604). For many impact applications and

decision support systems, extreme events are mocé mmportant than the mean climate (Mearns
et al., 1984). Change in extremes may be due tontemn effect (e.g. Wigley, 1985), the variance

effect (e.g. Katz and Brown, 1992), or a combimatid the mean and variance effects (e.g. Brown
and Katz, 1995), or the structural change in stepée.g. Beniston, M., 2004).

Extreme climate events can be defined as maximamainduring a certain period of time,
magnitude (a threshold of a variable), rarity, #mglsize of impacts such as losses. Accordingeo th
IPCC (2001, p. 790), “An extreme weather eventriseaent that is rare within its statistical
reference distribution at a particular place. Dé&bns of 'rare' vary, but an extreme weather event
would normally be as rare as or rarer than the XiittO0Oth percentile. By definition, the
characteristics of what is called extreme weathay wary from place to place. An extreme climate
event is an average of a number of weather evemtisacertain period of time, an average which
itself is extreme (e.g. rainfall over a season).".

For many applications daily weather data are reguitn particular, extreme events over short
period are much more important than the mean olimaer long period of time. The question of
changes in climate and weather extremes is of fuedsal interest to the economic well-being of
all nations and poses a challenging scientific joedo understanding natural and anthropogenic
climate variability (IPCC, 2001).

The awareness that global climate change not @agd to changes in the mean climate but may
also cause more frequent and more severe weattrenmes have triggered an intensive research to
answer the question of whether or not the climateeicoming more extreme. This is by no means a
surprising development in the light of today’s \edability against events like heavy rainfalls,
drought, hot spells, or storms etc. Any increas&eaquency or extent of such events is therefore
expected to have profound consequences for ecos@nit societies even in the future.

While an increasing number of climate model studihcate that rising contents of greenhouse
gases in the atmosphere will probably lead to nsexere weather conditions in the future, it is of
great importance to increase our understandingdegathe occurrence of climate extremes in the
recent and more remote past. During the last fovéeh years, a large number of studies have
therefore been carried out focusing on various@sps climate extremes (mainly temperature and
precipitation) in different regions of the world.de Trenberth, 1999; Easterling et al., 2000;
Beniston and Stephenson, 2004). Depending on aseasks, different measures were used to
guantify extremes, which not always allow direcingarison of results. A general conclusion of
many of these studies is, however, that changesxireme temperature and precipitation have
occurred world-wide during the past century alonthwhe ongoing climate change in terms of the
mean temperature. Yet, it is still hard to drawren fconclusion from these studies, whether these
changes are due to natural variability or causedrtigropogenic activity (IPCC, 2001). To mention
some examples, Groisman et al. 1999 studied thieaprlity distribution of daily precipitation in
eight countries located on different continents andcluded that increased mean precipitation is
associated with an increase in heavy rainfallgh&ir near-global analysis, Frich et al. 2002 found
regions with both negative and positive changesahextremes, with parts of Europe having more
robust positive changes. On a more regional séédderg and Jones (2005) investigated trends in
daily temperature and precipitation extremes acExg®pe over the past century and found that
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both mean precipitation and wet extremes have ase@ mainly during winter. Also Klein Tank
and Kénnen (2003) found an increase in the anrwaber of moderate and very wet days between
1946 and 1999. According to Haylock and Goodes®4Y.0nter-annual variability and trends in
extreme winter rainfall are to a large extent lithke variations in the North Atlantic Oscillation
(NAO). Numerous studies have also been carriedabuhe national level. Fowler and Kilsby
(2003) studied multi-day rainfall events in the Wkce 1961 and found significant but regionally
varying changes in the 5- and 10-day events whiely tonsider as having important implications
for the design and planning of flood control measuOther examples from central Europe include
Schmidli and Frei (2005) who found significant ieasing trends in winter and autumn rainfall in
Switzerland or Hundecha and Bardossy (2005) whadduncreasing precipitation extremes across
western Germany since 1958. Earlier studies onptaton extremes in Europe also included data
from Nordic countries (e.g., Moberg and Jones, 2608in Tank and Kénnen, 2003; Frich et al.,
2002), but the number of Scandinavian stations geaeerally rather limited, which did not allow
spatial variability of rainfall extremes be studiadnore detail.

The overall aim of the project “Extreme rainfalleens in Sweden and their importance for local
planning” supported by Swedish Rescue Services &gen to identify changes in precipitation
extremes in Sweden during the past 44 years aptbject their future changes. More specifically,
the objectives of the project are twofold: 1) tentify trends of precipitation extremes in Sweden
during the period 1961-2004 at all Swedish stati@h$o develop a weather generator to be used in
projecting future changes in the extremes overnéet 100 years. This report summarizes the
outcomes of the second task of the project focusmduture precipitation extremes derived from
local precipitation scenarios covering thé"2@ntury. Results from the first objective are preed

in Achberger and Chen (2006).



2 Methods

This section describes the data sets and methedsto®stimate precipitation extremes in Sweden,
both for future climate conditions as well as foday’s climate. Although the main focus is on the
methods used to project future local precipitatonditions taking climate change into account, the
data set of daily precipitation observations ietlyi described in Section 3.1 because the future
scenarios of climate change are also calculatethése stations. Furthermore, the calculation ef th
indices quantifying precipitation extremes for tgdaclimate is briefly described. More detailed
information on the indices can be found in Achberged Chen (2006).

2.1  Sation observations and precipitation indices

211 Sation data

Within this study, daily precipitation data in Sveedwere used covering the period 1961-2004. In
total, daily data from 366 precipitation stationsre/ provided by SMHI (Swedish Meteorological

and Hydrological Institute). Due to a rather highction of missing days at many stations, a
considerable number of stations had to be excluttedias therefore decided to only include

stations having less than 10% missing data, redubia original number of the total stations to 220.

Figure 2.1 shows the location of stations usedéstudy. Station density varies across the region
and is in general lower in the northern half of teeintry and in the mountainous areas.

63°N

60°N

57°N

o
8 E 120E 160E ZOOE 24OE

Figure 2.1: Location of the 220 precipitation sia in Sweden used in this study. They all record
daily precipitation for the period 1961-2004 anddn&10 % missing data.
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2.1.2 Precipitation indices

To enable objective quantification and charactéiopaof climate variability and change, The
Expert Team on Climate Change Detection Monitormgl Indices (ETCCDMI) has compiled a
catalogue of so called climate change indices (Kadl. 1999, Nicholls and Murray 1999). These
indices are calculated from daily observations lné key climate variables temperature and
precipitation and describe various statistical prtips. They serve as a practical and standardized
tool to monitor changes in the statistical progartof the climate focusing on extremes and have
already found wide application within the clima&search community. Climate change indices
quantify rarely occurring temperature and prectmtaevents as well the mean climate conditions,
providing the general climatological backgroundessary to place extremes into a broader context.

In this study, eight precipitation indices are usedjuantify various properties of the past and the
future local precipitation climate in Sweden, swh occurrence and magnitude of precipitation
extremes. These indices partly belong to the afer¢imned climate change indices by Karl et al.
(1999) and Nicholls and Murray (1999), however,imgithe course of the project work, several
“own” indices were added which were considered seful in several practical applications. Table
2.1 lists the various indices and their implication

Table 2.1: Precipitation indices used in this study

Index | Description Implication

nrain no of rain days with precipitation>0.1 (%) precgiibn occurence

pint * precipitation intensity (rain per rain day, mm/dayaily intensity on rainy days
pg90 * | 90th percentile of rain day amounts (mm/day) inetiate precipitation extreme
pxcdd * | max no. consecutive dry days (days) measure foofislryness

px1d greatest 1-day total rainfall (mm) measure of skenm extremes
px5d* | greatest 5-day total rainfall (mm) measure of lorigem extremes
exc25 | number of days with precipitatiegn25 mm (days] rare extreme event

exc40 | number of days with precipitatigh40mm (days)| very rare extreme event

2.2 Weather generator

Stochastic weather generators (models) were dese@lognd used in estimating the future

precipitation conditions at the local scale. A vireatgenerator (WG) is a statistical model that
generates sequences of daily weather data resenthénstatistical properties of the data to which
they have been fit (Hutchinson, 1995). WG are n@yadvidely used in many applications since
they can provide additional data when the obsephedate record is insufficient with respect to

length, completeness, or spatial coverage (Wilk®9). Since these models are computationally
fast and can be set up for different climate vadesbsuch as precipitation, temperature and
radiation, they have been frequently used. One rtapb application is to translate the coarse
information from global climate models (GCM) to tlueal scale for climate impact studies. This
process is usually called downscaling (Hanssen-Bealual., 2005). In this study, site-specific WG

models for daily precipitation were developed fog 220 sites in Sweden shown in Figure 2.1.

The type of WG used here is a two-state Markovrchadel as suggested by Richardson (1981). It

simulates precipitation occurrence and precipitatrgensity in two separate steps. In the firspste
it is determined whether a certain day is dry ot mweolving two conditional probabilitieg10 (the
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probability of a dry day (0) following on a wet dd¥)) andpOl (the probability of a wet day
following on a dry day). In all, the two-state Maxkchain uses four conditional probabilities:

P (wet [dry) = p01 (2.1)
P (dry |dry) = pO0= 101 (2.2)
P (dry |wet) = p10 (2.3)
P (wet jwet) =p11=1-p10 (2.4)

wherepQ0 is the probabilites of a dry day following a drgyd andpll is the probability of a wet
day following a wet day. These four transition pabllities were derived from the daily
precipitation observations from 1961 to 2004 indinally for each of the 220 sites. In addition,
since these parameters vary over the course ofdhe p0l1, pll, p10 and pOO were calculated
separately for each of the 12 calendar months.

The precipitation amounts for wet days are deteedhiim the second step using a random number
generator. To ensure that the simulated precipitatitensities have the same statistical properties
as the observed ones, the randomly generated pagicip has to be taken from a distribution
resembling the observed precipitation frequencypidally, the frequency distribution of daily
precipitation is strongly “skewed” to the left, whiimplies that there exist a large number of days
with relatively small amounts and a small fractimndays with larger amounts. One distribution
function that is often used to describe the emgliricequency distribution of daily precipitation is
the Gamma-distribution with shape parametand the scale paramefer

G/ exp(-x/B)
)= Brer) .0, >0 (2.5).

The shape parameter indicates the skewness ofiskibation whereas the scale parameter is
related to the total precipitation amount. Figur@ Risualizes the Gamma distribution using
different combinations ofr and . in Figure 2.2a)3=5 anda varies between 0.5 and 4; in Figure
2.2b) a=0.8 andf ranges between 4 and 1@=(0.8 andp=5 are typical values for Swedish
precipitation). Clearly, the skewness of the disttion increases with increasiagwhen S is kept
constant, while the growing moves the distribution “to the right” on the x-sxwhen keeping
constant. In general, largerand S implies stronger extremes given that the otheampater is kept
constant.

The Gamma-parameter derived from Swedish predipitaibservations vary from site to site and
over the course of the year. They were therefake the transition probabilities, estimated
individually for each station and each calendar thon
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Figure 2.2: Gamma distribution using different comaltions of the shape parameteand the scale
parametep. a) f has a constant value 5fanda varies between 0.5 and 4,dhas a constant value
of 0.8 andj varies between 4 and 10~40.8 ands=5 are typical values for Swedish precipitation.)

When simulating daily precipitation, in the firgep it is determined whether a certain day is wet o
dry based on the monthly transition probabilitidls.a day is simulated as a wet day, the
precipitation amount for this day is simulated byans of the parameters of the Gamma-
distribution:

Ro|o BN 1n(RN3) - In(RN4) | xp (2.6)

1 1

RN1¢ + RN2-«

where R is the precipitation amount, and RN1, RRI®3 and RN4 are random numbers generated
by the computer programme.

Prior to the calculation of the local precipitatiscenarios for future climate conditions, WG

simulations were carried out for each site usireptiserved WG-parameters. This was done to test
the functioning of the WG and to evaluate the pennce of the WG against observations. The
outcome of the evaluation is presented in Sectign 3



2.3 GCM scenarios

In order to be able to simulate future precipitatamnditions at the stations, the parameters of the
WG calibrated using the past observations neectmbdified to take global climate change into
account. The changed parameters should represeptehipitation conditions of the future climate.
In the following, the necessary steps to adapWWi&to future climate conditions are described.

In a climate change study, the information aboetftiture climate conditions is usually obtained
from climate change scenarios provided from glatimhate models (GCM). In this study, daily
precipitation data from the German GCM ECHAMS5 ahd English GCM HadCM3 were used to
derive the weather generator parameters for thalation of the future precipitation conditions at
the various sites. In Table 2.2, information abitwat spatial resolution of the GCM’s and the time
period of the simulation runs are given. The GCHMiffer with respect to spatial resolution and
time period of the model runs. From each GCM, twadel runs are used: one representing today’s
climate conditions, (the control run), and one tlog future climate conditions (the scenario run).
The latter runs are based on the IPCC Second Repd@&imission Scenarios (SRES) A2-scenarios.

Table 2.2: Global Climate Models (GCM) used in teiady. The spatial resolution and the time
period of the control run representing today’'s @ienconditions and the scenario simulations for
the future are also given.

Climate model Spatial resolution Model run
ECHAM 5 Control run 1961-2000
Max-Planck-Institut fur 1.8°lon x 1.8°lat
Meteorologie, Hamburg Scenario run (SRES A2)
2046-2065, 2081-2100
HadCM3 Control run 1961-1989
Hadley Centre, Bracknell, UK 3.75°lon x 2.5°lat
Scenario run (SRES A2)
2070-2099

Due to differences in the spatial resolution of @€Ms, the number of the grid boxes covering
Sweden and their location differs considerably leetwvECHAMS and HadCM3. The figures below
show the location of the GCM grid boxes over Swefégure 2.3a) and the number of stations
located within each grid box (Figure 2.3b). Helee significantly lower spatial resolution of the
HadCM3 model is very obvious.
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Figure 2.3: Layout of the model grid used by ECHAMPNumbering of the ECHAMS grid boxes
over Sweden; b) number of precipitation stationhwieach grid box (boxes without any number
do not have any stations).

HadCM3 HadCM3

Figure 2.4: Layout of the model grid used by HadC&I3Numbering of the HadCM3 grid boxes
over Sweden; b) number of precipitation stationhwieach grid box (boxes without any number
do not have any stations).
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2.4  Downscaling of GCM scenarios by scaling the WG parameters

Since GCMs operate on the global scale, the ssat&é at which information is provided by these
models is almost always too coarse to estimateatdinthanges at the regional and local scale
(Benestad et al., 2008). Many practical applicajaiming at studying and estimating the impact
of climate change on e.g., ecosystems, societigls dififerent aspects of human life, require
information at the regional and local scale. Thépoufrom GCMs therefore needs to be post-
processed in order to translate the coarse-res@&d information to the finer scale, a procedure
commonly known as “downscaling” (Benestad et @08). During the past years, many different
methods have been developed to downscale clim&dariation from GCMs for northern Europe
including Sweden (Hanssen Bauer et al., 2005). @owenscaling approach often used in other
regions is to apply site-specific WG with parameterodified based on information from GCMs
runs to represent future climate conditions atdleal scale.

Several approaches have been developed to use ta Wi@struct local climate change scenarios
(e.g. Wilks, 1992; Semenov and Barrow, 1997). ingiple, parameters of the WG need to be
modified according to the climate change scenaamfa GCM to generate local climate under
changed climate conditions.

As an example, the weather generator used isyficgtibrated using 'average' weather data for a
particular region, roughly corresponding to theesaf an appropriate GCM grid box, with the
resulting parameters describing the statisticataittaristics of that region's weather. This 'averag
weather is calculated using a number of statioos fwithin the relevant region. The WG is also
calibrated at each of these individual stations.

Then relationship between the parameters of themegnd individual stations are established.
Secondly, daily GCM data for the grid box correqing to the area-average weather data are used
to obtain corresponding parameters. The relatignbbiween the GCM grid scale parameters an
dthe station parameters established using pastrvabems is used to estimate parameters at
individual stations for the future climate, whichoas the generation of scenarios for each station
within the area (e.g. Wilks and Wilby, 1999).

The key to the success of the method is how tabBliestimate the local WG parameters at the
stations for the future climate, since the paramsefier the present day climate are already known
from the past observations. Once the future paemetre available, the calculation of future daily
precipitation is straightforward. As there are nbservations’ for the future, we have to rely oa th
simulations of the GCMs for the future providing Wxarameters for the future at the GCM grid
scale. Then the next question is how to get loaedmeters from those at the GCM grid scale.

From simulated present day climate (control rurg,can estimate WG parameters for the present
climate at the GCM grid scale. These estimatesbeacompared with those estimated from the
observations at the stations if the local pararsatan be properly scaled up to the GCM grid scale.
If we ASSUME that the ratio of the parameters of the futurenate at a station to those of the
future climate at the GCM grid scale remains thraesas the ratio of the parameters at the station of
the present day climate to those of the present@ai simulations, we can estimate the future
parameters at the station with help of the GCM &atans for the present day and future climates,
together with those estimated from the past obsensat the station. The procedure of scaling the
WG-parameter is illustrated in Figure 2.5.

Following the procedure outlined in Figure 2.5 lglarecipitation data for each GCM grid box over
Sweden containing at least one precipitation sidt@s been extracted, both for the control run and
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the scenario run. Using these time series of sitadldaily precipitation, the transition probabdgi
and the parameters of the Gamma-distribution wenéved in the same way as from station
observations. For each GCM this resulted in twe séWG parameters for each grid box, one for
the control run and one for the scenario run. lfdeestation precipitation, the WG parameters were
calculated separately for each calendar month. ,Timethe next step, for each station and each
month, the ratio® were calculated between the WG parameters fronGte control runs and the
observations:

_WG observation
R_ B //V(;_GCM control (27)

This resulted in a set of 72 ratios per statior (8(G parameter * 12 months). Finally, the local WG
parameters for the future were calculated as:

WG _ station,,,. =WG_GCM__,...* R (2.8).

WG parameters from
station observations

WG parameters from
GCM control run

< R=GCM,,,, :Observation >

WG parameters for
stations future

WG parameters from
GCM scenario run

station

Figure 2.5: Scaling of the WG parameter used is $sudy assuming that the raiobetween the
WG parameter from the GCM control run and the olagtérns remains constant in the future.

25 Local precipitation scenarios

With the new set of WG-parameters for the chandietate, the future precipitation was simulated
at each station. 100 years of daily precipitati@revsimulated, representing the climate conditions
for the years 2081 to 2100 in the case of the ECHAMsed simulation, and the years 2070-2099
in the case of the HadCM3-based model runs. Eveugtn, the ECHAMS (HadCM3) time slice
only covers 20 (30) years, the weather generatoulaied local series for a period of 100 years, in
order to achieve higher statistical confidencenm simulated precipitation series. This is esphcial
important when the simulations are used to derietissics about relatively rare events, i.e.,
extremes.
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All precipitation indices listed in Table 2.1 wesalculated from the simulated series at each of the
220 stations in exactly the same ways as was doné¢hé observations. Then, the differences

between the observation-based indices and the \W@lsiion based indices were calculated at

each station, both as annual and seasonal meaedifférence in the indices is used to quantify

the magnitude of change in precipitation climatieal scale.
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3 Results
3.1  Precipitation indices WG parameters derived from station observations

This Section presents precipitation indices and twexa generator parameters derived from
observations. The various statistics are preseagethaps showing the spatial distribution across
Sweden, both for annual and seasonal means. Regagsticipitation indices, only two examples

are given here. Maps for a large number of differedices can be found in Achberger and Chen
(2006).

3.1.1 Selected precipitation indices
a) Regional patterns

The two precipitation indices chosen here @rg, representing precipitation intensity during rainy
days angx5d, quantifying more persistent rain events thataase the risk for flooding.

Annual mean intensities vary between 2.0 and 6.3dayndepending on region. The largest mean
values are found in the South-West of Sweden, ntraeSweden and at some scattered places in
the mountainous areas (Figure 3.1). Intensitieganerally lower in the South-East of Sweden and
in the inner parts of Northern Sweden whpnet rarely exceeds 4.0 mm/day. Some coastal-near
stations along to Baltic Sea Coast in the countgatleborg have larger daily intensities, which
can probably be explained by the proximity to thaltlB Sea and the shape of the coastline.
Calculating pint for different seasons shows arcéemsonal variation with low intensities in winter
and the largest amounts during the summer monigar@-3.2).

The map of the annuak5d (Figure 3.3) shows a considerable spatial vamaitothe precipitation
amounts. The regional patternspofit andpx5d are similar in large parts of Sweden with reldgve
low values in parts of the counties of Uppsalacktolm, Sdermanland, Ostergétland, Jonkoping,
Kronoberg, Kalmar, Blekinge, Scania and partly Kotten. Higher values qix5d can be found at
some stations in the counties of Vastra Goétalari@p¥and, Dalarna and Gavleborg, as well as at
some scattered stations in the mountains of thatgalamtland. Indeyx5d is highest during the
summer months and the regional differences arelesnt@mpared to other seasons. During autumn,
the coastal stations in the county of Gavleborg some stations in Vastra Gotaland are the ones
with the highest values (Figure 3.4).
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Figure 3.1: Annual mean @int (precipitation intensity during rainy days) in ntay for the period
1961-2004.
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Figure 3.2: Seasonal mean mft (precipitation intensity during rainy days) in nday for the
period 1961-2004. a) winter, b) spring, ¢) summaad d) autumn.

15



Max. 5-day rainfall 1961-2004
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Figure 3.3: Annual mean @x5d (largest 5-day accumulated precipitation amoumtinim/5-days
for the period 1961-2004.
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Figure 3.4: Seasonal meanm®d (largest 5-day accumulated precipitation amounthim/5-days
for the period 1961-2004. a) winter, b) springsainmer, and d) autumn.
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3.1.2 Weather generator parameters

a) Spatial distribution of weather generator patanse

To visualize the regional patterns of the weathenegator parameters derived from station
observations, the transition probabilitigkl andp00 as well asx andf of the Gamma-distribution
are shown on maps (Figure 3.5 to 3.12). Here, elesrgre given for four months; January, April,
July and October representing the conditions ferftlur different seasons.

p11 (probability) Jan 1961-2004 pO0 (probability) Jan 1961-2004
08
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907

0.8
.0.75
907
~0.65

~0.65

406 406

0.55

0.4

a) b)

Figure 3.5: Transition probabilities in Januaryided from daily precipitation observations at 220
stations for the period 1961 to 2004. a1, (probability of a wet day following on a wet dagnd;
b): p00 (probability of a dry day following on a dry day).

Figure 3.5a) shows thatll exceeds 0.5 during winter at almost all statiomgicating that there is

a relatively high fraction of consecutive wet daysdanuary. Regarding the geographical pattern of
pll, there are several regions with similar transitprobabilities, e.g., the Swedish West Coast,
central Smaland and parts of Svealand. The higiidstvalues are found in central Smaland and at
some stations in the mountains, which presumabénigffect of the more pronounced topography
in these parts of Sweden. Fa@0, the values are in general lower thall. There is a general
decreasing trend from South to North, indicatingttbonsecutive dry days occur more often in
Southern Sweden than in Northern Sweden.

Regarding April, p11 is slightly lower than during winter implying feweoccasions with
consecutive wet days (Figure 3.6). In parap@D is increasing from January to April.
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Figure 3.6: Transition probabilities in April dee@ from daily precipitation observations at 220
stations for the period 1961 to 2004. @)1, (probability of a wet day following on a wet dagnd;
b): p00 (probability of a dry day following on a dry day).
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Figure 3.7: Transition probabilities in July dev&om daily precipitation observations at 220
stations for the period 1961 to 2004. @)1, (probability of a wet day following on a wet dagnd;
b): p00 (probability of a dry day following on a dry day).

Even during summer, the spatial patterrp@® andpll is similar to the winter and spring pattern
(Figure 3.7). The probabilitpll is generally higher than in April and increasesfrSouth to
North. Consecutive wet days are therefore moreluwuwang summer than during spring but less
frequent than during winter. Even in summer, thare regions with rather similgll (Figure
3.7a): coastal-near stations often hat&>0.55, whilep11>0.65 is typical for central Smaland,
mountainous regions and parts of Norrland. In Jihg,decreasing trend in pO0 from South to North
is very obvious (Figure 3.7b), implying more occas with consecutive dry days in Southern
Sweden. The generally high valuesp®0 in the whole of Sweden clearly decrease towards th
summer.
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Figure 3.8: Transition probabilities in Octoberided from daily precipitation observations at 220
stations for the period 1961 to 2004. @)1, (probability of a wet day following on a wet dagnd;
b): p00 (probability of a dry day following on a dry day).

The autumn pattern @fll andpQO0 are very similar to the corresponding winter paegFigure 3.8
a), however, during autumn dry periods are morguieat in Southern Sweden than during winter.
From the maps, the general conclusion can be dt&anthe geographical distribution of the
transition probabilities are quite stable over ttwmurse of the year. Only the values of the
probabilities change with season.

Figure 3.9 to 3.12 below show the distribution b tGamma-parameters across Sweden for
January, April, July and October. The January \alier « vary between 0.6 and 1.3, but are
generally slightly lower in Southern Sweden comgai@o in the northern part of the country.
Regarding the spatial variability, in January arutithere is a considerably larger variabilityadn
compared to July and October, whermnly ranges between 0.6 and 0.9. Despite the lscgke
spatial trend with slightly higher-values in northern Sweden in winter, it is diffictd distinguish
other homogeneous areas. The valueg forJanuary are on average lower than in July, atdig
that precipitation amounts are in general lowelrduwinter than during summer. In spring and
autumn, thes-values range between the summer and winter vallrese is relatively little spatial
variability in all four months, making it difficulto distinguish larger, homogeneous regions.
Generally, from the maps ef andf it can be concluded that the parameters cleany wath
season. Typicallyg is higher and3 is lower during autumn and winter, while the cormfis are
reversed in spring and summer.
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Gamma-alpha Jan 1961-2004 Gamma-beta Jan 1961-2004

Figure 3.9: Gamma parameters for January derivexh fdaily precipitation observations at 220
stations for the period 1961 to 2004. a) Ganamia) Gammab.

Gamma-alpha Apr 1961-2004 Gamma-beta Apr 1961-2004

Figure 3.10: Gamma parameters for April derivedrfrdaily precipitation observations at 220
stations for the period 1961 to 2004. a) Ganamia) Gammab.
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Gamma-alpha Jul 1961-2004 Gamma-beta Jul 1961-2004

Figure 3.11: Gamma parameters for July derived fiaaily precipitation observations at 220
stations for the period 1961 to 2004. a) Ganamia) Gammab.

Gamma-alpha Oct 1961-2004 Gamma-beta Oct 1961-2004
10

Figure 3.12: Gamma parameters for October deriveah fdaily precipitation observations at 220
stations for the period 1961 to 2004. a) Ganamia) Gammab.

b) Seasonal distribution of weather generator patars

The monthly variability in the WG-parameters isagivin the Figures 3.13 and 3.14. They show the
average over all stations for each month togeth#r the spread in the values indicated by the
length of the bars (ranging between -1 and +1 stahdeviation). There is a very distinct yearly
pattern in the transition probabilities with highO and lowpll during spring and summer. The
variability between the stations is rather consteorh month to month, however, it is slightly large
for p11 than forp00.
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Figure 3.13: Monthly transition probabilitig€0 (probability of a dry day following on a dry day)
andpll (probability of a wet day following on a wet degyeraged over all stations for the period
1961 to 2004. The length bars indicate the spreadnd the mean ranging in the interval +/- 1
standard deviation.

Even the Gamma parameters show a clear seasonal (Eygure 3.14) characterized by higler
and lowerg in autumn and winter (vice versa in spring and semnThe distinct seasonal cycle in
the WG-parameters clearly shows the need to devidlepmodels in such a manner, that the
seasonal variations in the precipitation frequedisyribution and the stochastic properties of daily
precipitation are taken into account to be abladimeve realistic simulation results.
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Figure 3.14: Monthly Gamma parameters averaged aVstations for the period 1961 to 2004. a)

Gammaa, b) Gamma3. The length of the bars indicate the spread ardbhaednean ranging in the
interval +/- 1 standard deviation.
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3.2  Performance of weather generator

In order to assess the quality and performancaefrmeather generator, the simulation results need
to be compared against observations to reveal diffdrences and agreements between simulated
and observed series. Regarding precipitation sitmonia with a weather generator, a random
number generator creates the daily precipitatioenisities with statistical properties corresponding
to the observations. Therefore, the temporal dgveént from day to day differs always between
simulations and observations. The evaluation nmhesiefore be based on some statistical quantities
that are derived both from the observations andsthmlations. Comparing statistics such as the
annual and monthly precipitation total, the numbgrainy days, the number of days over some
certain precipitation intensity or various measugeantifying extremes allows quantifying to which
degree observations and simulations agree or @saggarding precipitation intensity, frequency
and extremes.

For the purpose of model evaluation, simulationgedng a time period of 100 years have been
made for each station using the WG parameters etefrom the observations for the years 1961-
2004. Then, the various statistics mentioned aleetme derived from the simulated 100 years and
compared with the corresponding observed statigtics1961-2004. To visualize the results, a
number of scatter plots were made by plotting theukation-derived statistics against the one from
observations (Figure 3.15 to 3.X). In addition, @mier of precipitation indices characterizing
extremes were derived from the simulations andltfierence between these and the corresponding
observed indices were plotted on maps to showeipgrformance of the WG depends on region.

3.2.1 Annual and monthly total precipitation

Simulated annual total is plotted against obseaual precipitation in Figure 3.15, and Figure
3.16 shows scatter plots for the monthly totalsthkese plots, each dot corresponds to one station.
The agreement is perfect if all dots lie on the-lin@ and decreases with increasing distance from
the 1:1-line. Generally, simulated and observediahtotals agree relatively well (Figure 3.15), but
the simulations tend to systematically overestinzemeual totals at a large number of stations (dots
lie above the line). This is also the case forrimnthly scatter plots (Figure 3.16), however, the
degree to which the simulations deviate from theeokations varies from month to month. The
differences are larger during summer and autumn.
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Figure 3.15: Annual precipitation total derivedrfré?WG-simulations over 100 years plotted against
observed annual totals for the period 1961-2004hE®t represents one station.
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Figure 3.16: Monthly precipitation totals derivesbrh WG-simulations over 100 years plotted
against observed monthly precipitation totals foe period 1961-2004. Each dot represents one

station.
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3.2.2 Number of days with precipitation
Figure 3.17 shows the number of wet days per yeavetl from the simulations plotted against the

number of wet days from the observations. Ther systematic overestimation of the number of
wet days in the simulations at almost all stations.
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Figure 3.17: AnnualNrain (number of days with precipitation per year) dedvfrom WG-
simulations over 100 years plotted agaiNsiin derived from observations for the years 1961 to
2004. Each dot corresponds to one station.

The scatter plots in Figure 3.18 show the simulated observed number of days with precipitation
simulated for each calendar month. Like in the v figure, the number of wet days is
systematically overestimated in the various mon#isce the same combination of simulated and
observed number of wet days occur at several s&fffor instance 12 observed and 14 simulated
wet days), each dot in the monthly scatter plotg represent more than one station. Therefore, the
bias was calculated in addition quantifying the systeendifference between observations and
simulations. It is simply calculated as simulatiomnus observation. Positive and negative
deviations can in principal cancel out resultingaibias close to zero. If the simulated values are
systematically larger (smaller) than the observadsp thebias is positive (negative). Figure X
shows thebias for each month, showing that the simulations ostareates the number of days with
precipitation by 0.2 to 0.5 days on average imadhths despite in January.
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Figure 3.18: MonthlyNrain (number of days with precipitation per year) dedvfrom WG-
simulations over 100 years plotted agaiNsain derived from observations for the years 1961 to
2004. Each dot corresponds to one station.
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Figure 3.19: Monthlybias in Nrain (number of days with precipitation) derived from WG
simulations over 100 and observations for the j0et@61 to 2004.
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3.2.3 Precipitation extremes

a) Scatter plots

For the validation of the extremes, the numberayfsdexceeding 40 mm per yeaxd40) is used.
Figure 3.20 shows the simulategic40 plotted against the observe®c40. The observeaxc40
ranges between 0.05 and 0.4 at the various stafiomdying that the recurrent period ranges
between 20 and 2.5 years), while for the simulatiex40 lies in the interval 0 to 0.35 (i.e., the
shortest recurrent period is 2.8 years). The figin@wvs that the WG is able to simulate these strong
precipitation events but tends to underestimatdrdwiency of those days.
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Figure 3.20: Annualexc40 (number of days exceeding 40 mm per year) derivech WG-
simulations over 100 years plotted aga@si40 derived from observations for the years 1961 to
2004. Each dot corresponds to one station.

Due to the rather rare occurrencexd40, the validation of the extremes is based on alssaaiple
size (small number of days). To achieve a more detmpvalidation of extremes, monthly
maximum precipitation from simulations and obsdorag were plotted against each for each
calendar month (Figure 3.21). There are partly eratbig deviations between simulations and
observations. The simulations both overestimateusmagrestimate the observed monthly maximum
precipitation. Underestimation is especially promoed during summer (July and August). Figure
3.22 and 3.23 quantify the difference between satmuhs and observations by means of the
correlation coefficient (Figure 3.22) and theas (Figure 3.23) for the different months. The
correlation is largest in winter (0.5-0.6) and dydgelow 0.2 towards summer. Thi@s reveals that
the simulations systematically underestimate olexbrmonthly maximum precipitation, especially
during summer.
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Figure 3.21: Monthly maximum precipitation deriviedm WG-simulations over 100 years plotted
against observed monthly maximum precipitation\aztifrom observations for the years 1961 to
2004 for different months. Each dot correspondsni® station.
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Figure 3.22: Correlation coefficient between obedr¢1961-2004) and simulated (WG-simulation
over 100 years) monthly maximum precipitation iffedent months. The correlation coefficients
are derived by correlating simulated and observedthly maximum precipitation at the various
stations separately in each month.
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bias (mm)

months

Figure 3.23:Bias between observed (1961-2004) and simulated (WGHaiion over 100 years)
monthly maximum precipitation in different monthhe bias is calculated as the difference
between simulated and observed monthly maximumigotatton at the various stations separately
in each month.

b) Spatial distribution

The diagrams in the previous section do not rewdadther there exist regional differences in the
performance of the WG simulations. Therefore, a Ioemmof precipitation indices quantifying
extremes were calculated from both the simulatiand the observations, and the differences
between them were plotted on maps (Figure 3.2428)3AIll maps consider differences in annual
mean values.

Differences between simulations and observatioessanall at the majority of the stations. The

simulations both overestimate and underestimateotteerved indices. Furthermore, it can be
concluded that the simulations work equally welblhregions of Sweden, since there are no clear
spatial differences in the deviations across Sweden
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Figure 3.24: Deviations in annua®0 (90-th percentile) in mm between simulated (WGtdation
over 100 years) and observations (for the periogil1i® 2004). The deviations are calculated as
‘simulation minus observation’.
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Figure 3.25: Deviations in annuakld (greatest one day precipitation amount) in mm/deiyveen
simulated (WG-simulation over 100 years) and olseas (for the period 1961 to 2004). The
deviations are calculated as ‘simulation minus olagen’.
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Sim-obs px5d (mm)

Figure 3.26: Deviations in annuyat5d (greatest 5-day precipitation amount) in mm/5 dagtsveen
simulated (WG-simulation over 100 years) and olséas (for the period 1961 to 2004). The
deviations are calculated as ‘simulation minus oladen’.
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Figure 3.27: Deviations in annuakc25 (number of days >25 mm) in days between simulated
(WG-simulation over 100 years) and observationst(ie period 1961 to 2004). The deviations are
calculated as ‘simulation minus observation’.
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Figure 3.28: Deviations in annuakc40 (number of days >40 mm) in days between simulated
(WG-simulation over 100 years) and observationst(ie period 1961 to 2004). The deviations are
calculated as ‘simulation minus observation’.

3.3  GCM precipitation scenarios for Sweden

This Section evaluates daily precipitation from B€HAMS5 and the HadCM3 control runs by
comparing the simulations with observed preciptatiln addition, results from the scenario runs
are given to show the magnitude of the changeenptiecipitation climate suggested by the GCM
scenario runs. To be able to compare the GCM goxl \mlues with station observations, the
precipitation observations have been ‘gridded’ pteothe comparison. For each GCM grid box, a
new daily precipitation series has been calculdtgdaveraging over all stations located in one
GCM grid box. Depending on GCM, their spatial resioin and the location of the grid boxes, the
number of precipitation stations used to calcuthgeobserved grid box values varies considerably
(Figures 2.3b) and 2.4b)). For ECHAMS, this canyvlaetween 26 stations (grid box 18) and one
station (grid boxes 2, 5, 34, 40, 64), for HadCMG,stations are at most located in one box (grid
box 8) and three boxes have only one station (@wd5, 12, 22). These differences have to be kept
in mind when evaluating the control runs.

For the comparison, mean annual precipitation, tedindicesNrain and pint (Figures 3.29 to
3.31) have been calculated from the gridded obsens and from the both control runs and
scenario runs. In addition, histograms have beetigal showing the frequency distribution of the
various precipitation series for each grid box (tbsults are only shown for two grid boxes per
GCM). Note that the results from the gridded obagons are different for ECHAM5 and HadCM3
because of differences in the spatial resolutiothefGCMs and hence grid box location as well as
differences in the time period used.
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Figure 3.29: Mean annual total precipitation in neaiculated for the various grid boxes of a)
ECHAMS5, b) HadCM3. The various data sets used cdiféarent time periods: ECHAMS5 control:

1961-2000, ECHAMS5 scenario 2081-2100; HadCM3 cdrtf$51-1989, HadCM3 scenario 2070-
2099.
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Figure 3.30:Nrain (number of days with precipitation here expressedo) calculated for the
various grid boxes of a) ECHAMS5, b) HadCM3. Theiwas data sets used cover different time

periods: ECHAMS control: 1961-2000, ECHAM5 scenag081-2100; HadCM3 control 1961-
1989, HadCM3 scenario 2070-2099.

36



35 \\ 35

pint (mm)
P
)
-
L4
_«
[ =
.\
[
pint (mm)
°
.
o
_
o«
¢
°
®
.

ga o /Q | h |
g \ x C/’\\ )\ .,‘"’ \./ ‘\\ | \\ / g
25 | \ | \ ,/ 25

3 T S S S S Y S

S S S S S S R RS S SR, YRR R
2 5 910111213141819202122262728293031343536373839404647 55566364
ECHAM Box Nr Hadley Box Nr

a) b)

Figure 3.31:pint (precipitation intensity on rainy days, in mm/dayiculated for the various grid
boxes of a) ECHAMS, b) HadCM3. The various datas agted cover different time periods:
ECHAMS control: 1961-2000, ECHAM5 scenario 2081-@1MHadCM3 control 1961-1989,
HadCM3 scenario 2070-2099.

From Figure 3.29, it can be seen that the ECHAMbHadCM3 control runs produce annual totals
that are considerably higher than the observedarmrecipitation amounts. Regarding ECHAM5,
all simulated annual totals are higher than theesmonding observed grid box mean despite grid
box number 10. These differences can to a largelhgarelated to the differences in observed and
simulatedNrain (Figure 3.30a)). Whildrain from the gridded observations range between 45 and
75%, Nrain from the ECHAMS5 control rum lies between 65 and¥85The differences in
precipitation intensity are less systematic (FigBu®la)) as there are a number of grid boxes where
the observegint is higher tharpint from the control run. Comparing annual totdtain andpint

from the HadCM3 control run with the observatiogigjilar results obtained.

To show the magnitude of the change in the futweeipitation climate, annual tota\rain and
pint from the simulation runs are also given in FigGr29 to 3.31. Both GCMs suggest higher
annual totals in all boxes, however, the magnitoidene increase varies with grid box. ECHAM5
suggests a stronger increase in central and Noar®eeden, for HadCM3 the geographical pattern
in the changes is not clear. ChangesNiain are both positive and negative in both GCMs
depending on grid box. Precipitation intensitiesyaver, are in all grid boxes clearly higher in the
scenario runs.

In addition to the comparisons above, the frequetistribution of daily precipitation intensities
obtained from the observations, the control ansh@ge run from the both GCMs have been plotted
for each GCM grid box. Here, the results are shéavntwo ECHAMS boxes (Figures 3.32) and
two HadCM3 boxes (Figures 3.33). These boxes haea belected based on the number of stations
stations located in the boxes: ECHAM5 box 18 andi®M3 box 8 both contain the highest
number of stations; ECHAM5 box 64 and HadCM3 box cghtain only one station each).
Differences between the frequency distribution ke tontrol run occur in all grid boxes of both
GCMs and are difficult to generalize. Regarding filegjuencies of stronger daily intensities above
>15 mm, the fraction is very small in the contnohglations. Also the fraction of such events in the
gridded observations of ECHAM5-box 18 and HadCMSX-I® is small, which is due to the
averaging over several stations. Regarding theilolision obtained from the scenario runs, both
GCMs suggests small increases in frequencies maly mm. This finding applies also for the
grid boxes not shown here.
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Figure 3.32: Frequency distribution of daily pre@pon intensities derived from observations
(1961-2004), the ECHAMS5 control (1961-2001) andnsee (2081-2100) run for two grid boxes.
a) grid box 18, b) grid box 64. The numbering af boxes refers to Figure 2.3.
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Figure 3.33: Frequency distribution of daily pret@pon intensities derived from observations
(1961-2004), the HadCM3 control (1961-1989) andhade (2070-2099) run for two grid boxes. a)
grid box 8; b) grid box 12. The numbering of thexé® refers to Figure 2.3.

3.4  Changesin weather generator parameters

In order to relate the changes in the precipitatiimate at the local scale to changes suggested by
the GCM, the changes in the WG-parameters are miezsdere. The differences between control
and scenario run are visualized by means of scpliés, where the values of the control runs are
plotted against the vales of the scenario run. Héee changes in the four months January, April,
July and October are shown representing the diffeseasons.
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341 Gamma parameters

Changes in the ECHAM5 Gamma parameters (Figure) 3/8dws a slight decrease dnin almost

all grid boxes in January, July and October andharease ingin almost all grid boxes in all four
months. The pattern of the changes in the Gamnaners suggested by HadCM3 (Figure 3.35)
is in general similar to the changes by ECHAM, hesve in HadCM3a decreases mainly in
January, April and October. In addition, the changéf in HadCM3 are smaller compared to
ECHAMS.
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Figure 3.34: Scatter plots of the changes in the-pd@&meters derived from ECHAMS for January,
April, July and October. On the x-axis, the valtmsthe control run are given, the y-axis shows the
values for the scenario run. Each *' represents GCM-box. Panel a) Gamnag panel b) Gamma
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Figure 3.35: Scatter plots of the changes in the-pdameters derived from HadCM3 for January,
April, July and October. On the x-axis, the valtmsthe control run are given, the y-axis shows the
values for the scenario run. Each **' represents GCM-box. Panel a) Gamnaa panel b) Gamma

.
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What does a decrease anand an increase i imply for the distribution of daily precipitatiomi
the future? Since paramet@measures the skewness of the Gamma distributioallex values of
a imply decreasing skewness. Paramgiarn the other hand is related to the total predipia
amount, and largef thus means an increase in precipitation amountamsxample, Figure 3.36
illustrates how changes in Gamma and £ influence the frequency distribution of daily
precipitation. The values of the Gamma parametdes to ECHAMS box no 18 for July. It implies
a slight decrease in days with precipitation upabmut 6 mm, while the number of days with
amounts above 6 mm is slightly increasing. Thetiwacof days with heavy precipitation (> 20
mm) is small in both runs, but increases in theritFigure 3.36¢)). Thus, there exist a clear link
between the changes in the Gamma parameters at &@aM and the increasing precipitation
amounts at local scale as expressed by variougppegion indices.
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Figure 3.36: Frequency distribution of daily pret@pon intensities in July for ECHAMS box 18 in
the control and the scenario run. Panel a) displagswhole range of daily intensities; panel b)
enlarges the distribution of intensities up to 2@;npanel c) shows daily intensities above 20 mm.
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3.4.2 Transition probabilities

Compared to the changes in the Gamma parametensges in the transition probabilities are less
systematic and more difficult to generalize (Fig8r87 and 3.38). Although the suggest changes
differ more between the two GCMs, some regular geando appear. The ECHAMS simulated
changes ip01 (transition from dry to wet) anpll1 (transition from wet to wet) have a fairly clear
trend towards increasegaDl in July and October and decreag#d in January and April (the
conditions are reversed fpfl,). In HadCM3, on the other hanpllO (transition from wet to dry)
and p00 (transition from dry to dry) are the probabiliti@gth rather systematic changg¥l
decreases in all four months, whi®0 increases. In contrast to the changes in the Gamma
parameters, that easily could be related to chaimgeecipitation intensities, the implication biet
combined changes in the four transition probabditon the future precipitation occurrence (i.e.,
distribution of wet and dry days, wet and dry spetigth) is more intricate.
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Figure 3.35: Scatter plots of the changes in thesition probabilities derived from ECHAM5 for
January, April, July and October. On the x-axig, ¥alues for the control run are given, the y-axis
shows the values for the scenario run. Each “*respnts one GCM-box. Xa)l0 (wet to dry), Xb)
p00 (dry to dry), Xc)p01 (dry to wet) and Xdpll (wet to wet).
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Figure 3.37: Scatter plots of the changes in thesition probabilities derived from HadCM3 for
January, April, July and October. On the x-axig, ¥alues for the control run are given, the y-axis
shows the values for the scenario run. Each “respnts one GCM-box. a)l0 (wet to dry); b)
p00 (dry to dry); c)p01 (dry to wet) and dpll (wet to wet).

There is nevertheless a rather obvious link betwhendecrease iNrain in summer comprising
almost the whole of Sweden (Figure X ) and theesystic decrease pill and increase ip00 in

all or almost all grid boxes of both GCMs (Figur@38and 3.36). In the same way, for the WG-
simulations based on ECHAMD5, the increase in wiNgin taking place in almost all parts of
Sweden despite some coastal regions can be retateeé systematic increaseptil and decrease
in p00 in the various grid boxes. Also, the HadCM3-ba¥é@-simulations suggest increasing
winter Nrain in large parts of Sweden, however, the magnitudéhe local changes is smaller
compared to ECHAMS. This might be explained by¢bebined effect of the increase in bettl
andp00 in the HadCM3 boxes partly counteracting eachrothe
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35 Local daily precipitation scenarios

The results from the simulations of the future ppiéation changes at local scale are presented by
means of maps for annual and seasonal changestastdion. All changes are calculated as the
difference between scenario simulations based en EEHAMS5- and HadCM3-derived WG
parameters and observations, (i.e. scenario simalatinus observation). In addition, Table X and
X give the fraction of stations having positive (@gative changes). The magnitude of the changes
at the various stations were divided into severssda: three classes for positive and negative
changes respectively, and one class for “no changesitive changes indicating wetter climate
conditions are given with green to blue colour ®ire the maps, the yellow to red colour tones
indicate changes towards drier climate. (The mapgxcdd are the only exception where positive
(negative) changes imply drier (wetter) conditipnStations without any change are symbolized
with “x”. In addition, Table 3.1 and 3.2 give thedtion of stations in the seven classes for chenge
at the annual and seasonal scale respectively.

3.5.1 Annual change

In general, at the majority of the stations a cleatogvards wetter climate condition can be expected
(Figure 3.38 to 3.45 and Table 3.1). The magnitoflethe changes and their geographical
distribution depend on the GCM used. Both modedisnase that the number of wet days per year in
the future decreases with up to 30 days in Southedncentral Sweden compared to today’s climate
conditions. Along the coast in Northern Sweden,HaeCM3-based simulations suggest a decrease
of up to 14 days. Precipitation intensities inceead all stations (with up to 6.4 mm/day)
independently of the GCM used (Figure 3.39), togethith the moderate extremgs9Q) rising

with up to 11.8 mm (Figure 3.40). The HadCM3-basadulations result in a larger number of
stations with precipitation changes located inHhighest positive interval (Table 3.1) compared to
the ECHAMb5-based scenarios. For the indipagd (Figure 3.41) andox5d (Figure 3.42), the
HadCM3 simulations suggest an increase at the majof the stations, while the ECHAMS
simulations show a decreasepaild at many stations located in Southern and centvaldgn. Also,

the number of days exceeding 25 mm/day increasgeneral with 0.1 to 5 days per year in the
future climate (Figure 3.43). In addition, extrem@gh daily intensities exceeding 40 mm/day will
become more frequent in the future (with 0.1 to #ldys/year) according to the HadCM3
simulations (Table 3.1, Figure 3.44). In contrastulations based on ECHAMS5 suggest a decrease
in exc40 at around 50 % of the stations. Different resatts also obtained for the longest dry spell:
according to the HadCM3-scenarigs¢cdd increases at the greater part of the stationsu(€ig
3.45), while the ECHAMb5-based simulations proposieerease ipxcdd at many stations.
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Figure 3.38: Annual changes Mrain (in days) at 220 stations in Sweden derived frorG-W
simulations based on the ECHAMS5 scenario run feryears 2081 to 2100 (upper panel) and the
HadCMa3 scenario run for the years 2070 to 2099 €lopanel). The annual changes are calculated
as ‘future simulated climate minus observation’.
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Figure 3.39: Annual changes pint (in mm) at 220 stations in Sweden derived from WG-
simulations based on the ECHAMS5 scenario run feryears 2081 to 2100 (upper panel) and the
HadCMa3 scenario run for the years 2070 to 2099 €lopanel). The annual changes are calculated
as ‘future simulated climate minus observation’.
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Figure 3.40: Annual changes PpB0 (in mm) at 220 stations in Sweden derived from WG-
simulations based on the ECHAMS5 scenario run feryears 2081 to 2100 (upper panel) and the
HadCMa3 scenario run for the years 2070 to 2099 €lopanel). The annual changes are calculated
as ‘future simulated climate minus observation’.
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Figure 3.41: Annual changes px1d (in mm) at 220 stations in Sweden derived from WG-
simulations based on the ECHAMS5 scenario run ferytears 2081 to 2100 (upper panel) and the
HadCMa3 scenario run for the years 2070 to 2099 €lopanel). The annual changes are calculated
as ‘future simulated climate minus observation’.
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Figure 3.42: Annual changes m5d (in mm/5 days) at 220 stations in Sweden derivethfWG-
simulations based on the ECHAMS5 scenario run feryears 2081 to 2100 (upper panel) and the
HadCMa3 scenario run for the years 2070 to 2099 €lopanel). The annual changes are calculated
as ‘future simulated climate minus observation’.
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Figure 3.43: Annual changes exc25 (in days) at 220 stations in Sweden derived frorG-W
simulations based on the ECHAMS5 scenario run feryears 2081 to 2100 (upper panel) and the
HadCMa3 scenario run for the years 2070 to 2099 €lopanel). The annual changes are calculated
as ‘future simulated climate minus observation’.
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Figure 3.44: Annual changes exc40 (in mm) at 220 stations in Sweden derived from WG-
simulations based on the ECHAMS5 scenario run feryears 2081 to 2100 (upper panel) and the
HadCMa3 scenario run for the years 2070 to 2099 €lopanel). The annual changes are calculated
as ‘future simulated climate minus observation’.
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Figure 3.45: Annual changes pxcdd (in days) at 220 stations in Sweden derived from-WG
simulations based on the ECHAMS5 scenario run feryears 2081 to 2100 (upper panel) and the
HadCMa3 scenario run for the years 2070 to 2099 €lopanel). The annual changes are calculated
as ‘future simulated climate minus observation’.
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Table 3.1: Fraction of stations (%) with positivegro or negative annual changes in the
precipitation indices derived from WG-simulatiorssbd on the HadCM3 and ECHAMS5 scenario
climate. The magnitude of the change is divided s#ven classes; three classes for negative and
positive changes respectively, one class for zeamge. The size of the *-* and ‘+’ symbols indicate
the various classes, the corresponding intervalstagir unit are given in the row for each index.

Index and
fraction of staton - - - no change + + +
(%)
. <-28.2 — - <-28.2 —

Nrain (days) 423 141 <0--14.1 0 >0-14.1 >14.1-28[2 >28.2-4p.3
HadCM3 1 53 26 0 13 8 0
ECHAMS5 0 20 35 0 21 15 9
pint (mm) <42--64 <-21--42 <0--2.1 0 >0-2L >21-4.2 >42-6.4
HadCM3 0 0 0 0 7 58 35
ECHAMS5 0 0 0 0 38 55 7

<-7.9- <-3.9-
pqoo0 (mm) o e <0--3.9 0 >0-3.9 >39-79 >7.9-11f0
HadCM3 0 0 0 0 8 62 30
ECHAMS5 0 0 0 0 41 53 6
px1d (mmiday) <13.3- <67- | w_67 0 >50-67| >67-133 >133-2p
-20 -13.3
HadCM3 0 0 5 0 47 40 8
ECHAM5 0 0 33 0 48 16 3
px5d (mm/5 days) | <224~ <-36.9- | _y_.185 0 >0-185 >185-36p >36.9-5.4
-36.9 -18.5
HadCM3 0 0 12 0 24 64 10
ECHAM5 0 0 8 0 68 19 5
<-15- <-10 —

exc25 (days) 10 149 <0--5 0 >0-5 >5-10 >10-15
HadCM3 0 1 1 0 83 16 0
ECHAMS5 0 0 6 0 85 6 3

excd0 (days) <'_§'i‘ <'_éé‘ <0--1.1 0 S0-11| >11-22 >22-34
HadCM3 0 0 9 0 86 5 0
ECHAMS5 0 0 46 0 51 3 0

pxcdd (days) <‘Zi B <f_)1_ <0--2.7 0 >0-2.7 >2.71 - 5.4 >5.4 -8
HadCM3 0 0 5 0 54 37 4
ECHAM5 0 3 58 0 32 7 0
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3.5.2 Seasonal change

To study the magnitude and spatial distributionghefprecipitation changes over the course of the
year, the changes in each precipitation index batweday’s climate and the future conditions
were calculated separately for winter (Decembarudgy, February), spring (March, April, May),
summer (June, July, August) and autumn (Septent@eigber, November). Like for the annual
changes, the results are presented as maps (HAgilédo 3.53). Table 3.2 and Figure 3.54 present
the fraction of stations having positive, negativeero change.

Generally, all precipitation indices desplitieain and pxcdd point toward wetter conditions at the
majority of all stations and in the different sea@soThis is in line with the positive changes at
annual scale. The magnitude of the changes vaeapsmndling on season, region and GCM used.
Compared to the changes in the other indices, thgnitude and the sign of the change&rain
(Figure 3.46) are to a larger extent dependent esmsan. The changes are spatially more
homogeneous resulting in clear geographical patémwinter, the frequency of wet days increase
in almost all parts of Sweden as suggested byoedlIscenarios. Towards spring, large parts of
Southern and central Sweden experience a slighease inNrain, the remaining regions are
characterized by a slight increase. In summerfriguency of wet days drops everywhere except
in northernmost (ECHAMS5) and North-West (HadCM3) é8len. The decrease is especially
pronounced in Southern Sweden. In autumn, lesgdest are expected in the South-Easterly half
of the country according to the ECHAM5-based sdesailhe HadCM3-based simulations suggest
a decrease everywhere except in the North-Wesiveti8n. Regarding the indicpsit andp90, the
local scenarios based on the both GCMs produce wamjlar results, suggesting higher
precipitation intensities on rainy days and incegasoderate extremes at all stations (very few
exceptions occur) in all seasons (Figure 3.47 a48)3

Changes inpx1d and pxbd (Figure 3.49 and 3.50) are mainly towards strongtansities at the
majority of the stations in spring and winter, hoee according to the ECHAMb5-based
simulations, the maximum one-day and five-days artedecrease at many stations in Southern
and central Sweden in summer and autumn. The rajofi stations will experience a slight
increase in the number of days exceeding 25 mméataprding to the HadCM3-based local
scenarios in all seasons. In winter, however, mstations located in Northern Sweden will not
experience any change. Indexc25 (Figure 3.51) also slightly increases in winted apring in the
ECHAMbS-based simulations, whereasc25 in Southern Sweden decreases at many stations in
summer. In autumn many stations in Southern Sweaderwithout any change. For the strongest
extremesgexc40, a rather heterogeneous picture emerges withiyp®sitegative and zero changes
occurring in all seasons (Figure 3.52). EspecidleyECHAM5-based simulations estimate at many
stations either a drop in the number of days exogetD mm or zero change in winter, spring and
autumn. According to HadCM@xc40 increases at the greater part of the stationprings summer
and autumn, whilexc40 remain unchanged at many stations in winter.gxodd, positive as well

as negative changes occur in all seasons botleikl#idCM3- and the ECHAM5-based simulations
(Figure 3.53). Especially the ECHAM-based localnsg®s suggest a decrease in the number of
consecutive dry days in autumn and winter, a raigexcdd occur mainly in summer at stations
located in Southern Sweden. According to the la@@narios using HadCM3ixcdd mainly
increases in all seasons despite in winter whenfrietion of stations with negative changes is
relatively high.
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Figure 3.46: Seasonal changesNrain (in days) at 220 stations in Sweden derived from-WG

simulations based on the ECHAMS5 scenario run ferybars 2081 to 2100 (left column) and the

HadCMa3 scenario run for the years 2070 to 209%(replumn). The annual changes are calculated
as ‘future simulated climate minus observationhé&a): winter, b) spring, ¢) summer, d) autumn.
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Figure 3.47: Seasonal changespimt (in mm) at 220 stations in Sweden derived from WG-
simulations based on the ECHAMS5 scenario run ferybars 2081 to 2100 (left column) and the
HadCMa3 scenario run for the years 2070 to 209%(replumn). The annual changes are calculated
as ‘future simulated climate minus observationhé&an): winter, b) spring, ¢) summer, d) autumn.
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Figure 3.48: Seasonal changesp®0 (in mm) at 220 stations in Sweden derived from WG-
simulations based on the ECHAMS5 scenario run ferybars 2081 to 2100 (left column) and the
HadCM3 scenario run for the years 2070 to 2099 {replumn). The annual changes are calculated
as ‘future simulated climate minus observationnéla): winter, b) spring, ¢) summer, d) autumn.
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Figure 3.49: Seasonal changegxid (in mm/day) at 220 stations in Sweden derived f\MG-
simulations based on the ECHAMS5 scenario run ferybars 2081 to 2100 (left column) and the
HadCM3 scenario run for the years 2070 to 209%{replumn). The annual changes are calculated
as ‘future simulated climate minus observationnéla): winter, b) spring, ¢) summer, d) autumn.
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Figure 3.50: Seasonal changegxdd (in mm/5 days) at 220 stations in Sweden derivethfiVG-
simulations based on the ECHAMS5 scenario run ferybars 2081 to 2100 (left column) and the
HadCMa3 scenario run for the years 2070 to 209%(replumn). The annual changes are calculated
as ‘future simulated climate minus observationhé&a): winter, b) spring, ¢) summer, d) autumn.
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Figure 3.51: Seasonal changesext25 (in days) at 220 stations in Sweden derived from-WG

simulations based on the ECHAMS5 scenario run ferybars 2081 to 2100 (left column) and the

HadCM3 scenario run for the years 2070 to 209%{raglumn). The annual changes are calculated
as ‘future simulated climate minus observationnéla): winter, b) spring, ¢) summer, d) autumn.
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Figure 3.52: Seasonal changesext40 (in days) at 220 stations in Sweden derived from-WG

simulations based on the ECHAMS5 scenario run ferybars 2081 to 2100 (left column) and the

HadCM3 scenario run for the years 2070 to 209%{raglumn). The annual changes are calculated
as ‘future simulated climate minus observationnéla): winter, b) spring, ¢) summer, d) autumn.
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Figure 3.53: Seasonal changespitdd (in days) at 220 stations in Sweden derived from-WG

simulations based on the ECHAMS5 scenario run ferybars 2081 to 2100 (left column) and the

HadCMa3 scenario run for the years 2070 to 209%(replumn). The annual changes are calculated
as ‘future simulated climate minus observationhé&aa): winter, b) spring, ¢) summer, d) autumn.
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Figure 3.54 (Figure caption see next page).
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Figure 3.54: Fraction of stations (%) with positivaero or negative changes in the seasonal
precipitation indices derived from WG-simulationasbd on the ECHAMS scenario run for the
years 2081 to 2100 and the HadCM3 scenario run8-2099. The various indices are shown in
individual panels. In these panels, each bar shbedraction of stations where the changes are
either positive, negative or zero. Positive andatigg changes are divided into three classes. The
intervals of the classes are given in the legerdl their colours correspond to the ones used in
Figure 3.46 to 3.53 (positive changes are indichtedluish colours, negative changes are indicated
by reddish colors). The fraction of stations renrarunchanged is indicated by grey. The length of
each bar corresponds to 100%. There are two sepaaed for each season, one for the ECHAM5-
based simulations (left bar) and one for the Had&idS8ed simulations (right bar). The various
seasons are indicated by: DJF (winter), MAM (spriddA (summer) and SON (autumn).

Figure 3.54 and Table 3.2 summarize the resulth®fseasonal changes in the various indices.
Both give the fraction of stations in percent hgvipositive, negative or zero changes in the
seasonal precipitation indices. Like in the maspldiyed in Figure 3.46 to 3.43, the magnitude of
the changes is divided into seven classes (thrediymclasses, three negative classes, one dass f
‘no change’). From Figure 3.54, similarities anffedences in the local scenarios from the GCMs
get obvious. The general picture emerges that #gCiM3-based simulations tend towards wetter
conditions in the future. These scenarios partbdpce larger changes and wetter conditions for a
higher fraction of stations compared to the simaotet using ECHAMS (e.gpint, p90, pxld and
px5d). In the ECHAMS5-based local scenarios, there relatively high fraction of stations with
negative changes in summer prld, px5d andexc25 and in all seasons fgxcdd. Both GCMs
produce rather similar results fdrain, pint andp90.
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Table 3.2: Fraction of stations (%) with positivegero or negative seasonal changes in the
precipitation indices derived from WG-simulatiorssbd on the HadCM3 and ECHAMS5 scenario
climate. The magnitude of the change is divided s#ven classes; three classes for negative and
positive changes respectively, one class for zé@nge. The size of the “-“ and “+” symbols
indicate the various classes; the correspondireguats and their unit are given in the row for each
index.

fractic!rr:dcixs?antgn (%) - - - no change + + +
Nrain (days) -23.7 -15.8 -7.9 0.00 7.9 15.8 23|
H DJF 0 0 17 4 72 7 0
E DJF 0 0 8 1 31 40 20
H MAM 0 0 65 4 30 1 0
E MAM 0 0 42 7 51 0 0
H JJA 3 63 21 1 10 2 0
E JJA 0 48 43 1 8 0 0
H SON 0 37 49 2 12 0 0
E SON 0 28 33 1 22 11 5
pint (mm) -10.4 -7.0 -3.5 0.00 3.5 7.0 10.4
H DJF 0 0 0 0 37 60 4
E DJF 0 0 0 0 49 49 2
H MAM 0 0 0 0 9 75 16
E MAM 0 0 0 0 48 52 0
H JJA 0 0 0 0 55 42 2
E JJA 0 0 0 0 99 0 0
H SON 0 0 0 0 81 19 0
E SON 0 0 0 0 82 15 4
p90 (mm) -18.5 -12.4 -6.2 0.00 6.2 12.4 18.
H DJF 0 0 0 0 40 58 2
E DJF 0 0 0 0 45 53 2
H MAM 0 0 0 0 8 78 15

E MAM 0 0 0 0 52 47 0

H JJA 0 0 0 0 44 53 3

E JJA 0 0 4 6 88 0 0
H SON 0 0 0 0 77 23 0
E SON 0 0 0 0 80 17 3

px1d (mm/1-day) -27.3 -18.2 -9.1 0.00 9.1 18.7 27.8

H DJF 0 0 0 0 46 51 2
E DJF 0 0 0 0 42 56 2
H MAM 0 0 0 1 9 85 6
E MAM 0 0 2 0 68 29 0

H JJA 0 0 14 5 67 14 0

E JJA 0 0 80 3 17 1 0
H SON 0 0 4 2 86 7 0
E SON 0 0 14 6 66 9 5
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Table 3.2 continuation

INDEX AND FRACTION OF
STATION (%) - - - NO CHANGE | + + +
px5d (mm/5-days) -70.7 -47.1 -23.6 0.00 23.6 47.1 70
H DJF 0 0 0 0 40 57 2
E DJF 0 0 0 1 35 63 2
H MAM 0 0 0 0 10 88 2
E MAM 0 0 2 0 72 25 0
H JIA 0 0 10 4 61 20 5
E JJA 0 0 81 3 15 0 0
H SON 0 0 6 1 80 13 0
E SON 0 0 29 12 44 7 8
exc25 (day) 102 | 68 3.4 0.00 3.4 6.8 10
H DJF 0 0 0 19 78 3 0
E DJF 0 0 0 17 80 2 0
H MAM 0 0 0 3 96 1 0
E MAM 0 0 0 16 84 0 0
H JIA 0 0 1 11 83 5 0
E JJA 0 0 59 23 18 0 0
H SON 0 0 1 20 79 0 0
E SON 0 0 4 29 63 4 0
exc40 (day) 26 1.7 0.9 0.00 0.9 17 26
H DJF 0 0 0 59 40 1 0
E DJF 0 0 29 45 25 1 0
H MAM 0 0 0 10 89 0 0
E MAM 0 0 27 46 27 0 0
H JIA 0 0 22 16 60 2 0
E JJA 0 0 10 30 60 0 0
H SON 0 0 13 39 48 0 0
E SON 0 0 15 32 52 1 0
pxcdd (day) 7.8 5.2 26 0.00 26 5.2 7.8
H DJF 0 0 29 3 60 7 0
E DJF 0 20 64 1 15 0 0
H MAM 0 0 7 1 55 33 4
E MAM 0 3 42 3 40 11 0
H JIA 0 0 4 1 52 43 0
E JJA 0 0 37 7 54 3 0
H SON 0 0 3 1 75 21 0
E SON 0 3 61 5 30 0 0
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4 Discussion

In this work, a WG was developed to create futuagdydorecipitation series at the local scale for
Sweden involving the following steps: 1) generatgta specific stochastic model (WG) simulating
daily precipitation time series for the presentneie at each of the 220 Swedish stations. Daily
precipitation observations at these stations aesl e calibrate the parameters of the model. 2)
Present day climate simulation and future projextiof daily precipitations for Sweden from two
global climate models (GCMs), ECHAM5 and HadCM3e axtracted and used to get WG
parameters for the present and future climatebeataCMs scale for Sweden. 3) The ratio of the
weather generator parameters for the present disatulated by the GCMs to those calculated for
each station falling into the GCM grid box are cangal for all the stations. 4) These ratios are
assumed to be valid in the future climate. In thés/ the future parameters for each station under
the projected future climate by GCMs can be catedla5) Using the estimated future parameters,
the WG simulates the future daily precipitationegtch station. 6) Finally the simulated daily
precipitation for the future is used to compute sheindices. All working steps and the data sets
used have their specific certainties and unceregnof which the most important ones will be
discussed in the following.

The daily precipitation observations used in thisidg are obtained from the Swedish
Meteorological and Hydrological Institute (SMHI)dhare considered as certain. Only a very small
fraction of the stations really had complete resoi$ince a large fraction of missing values in the
records makes statistical analysis such as derextiggmes, temporal trends in the extremes or the
estimation of the parameters for the WG uncertaimly stations having less than 10% missing
values were included in the analysis. Finding dadle threshold for the acceptable number of
missing values in the records was therefore a tofideetween keeping as many stations as possible
and excluding the ones with too many holes.

Climate is permanently changing at various temparal spatial scales. Changes in tomorrow’s
climate lying 50, 100 or several hundred years dlaga to be expected regardless what the reasons
are for the changes. Studying past climate chaage&arious time scales allows us to learn about
magnitude and rate of earlier changes, where areh\liey have taken place and eventually also
why there was a change. The climate research coityrhas therefore put enormous efforts into
studying past climate variability all around thelgt using a wide range of different data sources
such as observational records as well as proxy @&aC, 2007). Knowledge about climate
changes in the past allows us to put future chaegémated from climate models into a broader
perspective. Prior to the development of the WGcilesd in this report, spatial variability and
changes in the Swedish precipitation climate dutirggpast 40 to 50 years were studied within this
project (Achberger and Chen, 2006). A large nunabetifferent indices describing various aspects
of the precipitation climate such as means ancemés were calculated from the same precipitation
data set used here. One of the main conclusiot&isa clear majority of the stations show trends
towards wetter conditions between 1961 and 2004s fihding is generally in line with results
from other studies concluding that regions at medatd higher latitudes are becoming wetter and
extremes are becoming more frequent and more mtéfse past precipitation changes are thus
considered as fairly certain. While these trenderr® a rather short period of time, precipitation
variability over the past 150 years were studiethiwithe EMULATE project (‘European and
North Atlantic daily to MULtidecadal climATE varidity’). From daily precipitation observations

in Southern Scandinavia starting in the beginnifighe 19" century, it is obvious that the trend
towards wetter conditions and stronger extremesigted over at least the last 100 years (Moberg
et al., 2006; Chen et al., 2006).
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Another important result from Achberger and Che@0@) is that there exists considerably spatial
variability in the distribution of the precipitatiandices across Sweden. Physiographic factors such
as topography, land use, distance to the coastrged water bodies and the shape of the coastline
are factors influencing precipitation generatiorredpitation in connection with convective
processes is usually limited to a rather restrietezh. Since extremes, especially short time events
such as 1-day maximum values or the exceedence@tftain threshold value within one day (i.e.,
exc25, exc40) are often caused by convective precipitationséhevents are consequently very local
in nature. From the previous analysis we know Shagdish precipitation and its changes are fairly
local, which most likely will also be valid for tHature.

The success of simulating future daily precipitatet local scale is dependent on several factors
such as a) how well the WG-parameters estimatezhlibrate the models correspond to the ‘real’
observed precipitation conditions (i.e., frequeddtribution), b) how well the WG simulates rare
events (extremes), c) the quality of the GCM usededrive future changes in the WG-parameters,
d) the emission scenarios are realistic and edtwvenscaling assumption is valid. Each of these
points may introduce uncertainties in the simulgteecipitation series. While it is impossible at
this stage to put numbers on the various unceigginthey can at least be discussed qualitatively.

Regarding the estimation of the Gamma-parametghgréhe ‘moment method’ or the ‘maximum-
likelihood method’ is usually used. Here, the lattgpproach was applied since it is generally
considered as the statistically more reliable meithtowever, according to Watterson (2005), the
maximum likelihood method tends to underestimatieeaxes, suggesting the preferred use of the
moment method when extremes are to be derived i@tsimulations. If this applies also to
Swedish precipitation conditions and to the simafet of this work is not known but could easily
be tested. It was found in this work that the W@ @pally works fine but tends to underestimate
extremes. Another way of improving the simulatioh extremes could be to apply different
probability distribution functions to parts of tlkstribution of observed daily precipitation. One
could chose the Gamma function for all ‘common’ r@geup to a certain threshold and a separate
second function taking care of the more rare evants extremes. This approach would also be
worth testing, but it raises the question of whaeshold should be used to divide the observed
frequency distributions into the two parts.

A major concern in all studies involving data fralimate models is the question to what degree
the simulations are reliable and realistic. A ranfdifferent circumstances introduces uncertatie
into the model results. Generally, all climate nledsimplify reality since it is impossible to
completely simulate the extremely complicated ctensystem. Another problem is the restricted
spatial resolution in the model, dividing the atiplosre, the Earth Surface and the oceans into a
large number of model grid boxes of a certain Stagrently the typical size of a GCM box ranges
between 1.2°lat x1.2°lon and 3.75°lat x 3.75°lopateling on GCM. Grid boxes of this size only
allow are very coarse representation of the pragsedf the Earth’s surface and the processes in the
system, and the coarse resolution does not allowdoations of weather and climate within one
grid box. Since many important processes in theogpiere, for instance convective precipitation
generation or cloud formation, take place at spatales much smaller than the grid boxes, all
climate models apply parameterisations includireséhsubgrid-scale processes in a simplified way.
These are just a few examples of factors influenaiasults from climate models (a more
comprehensive discussion can be found in Randadll.e2007). Despite all these uncertainties,
today’'s GCMs are able to realistically simulatetdees of the recent climate and past climate
changes such as the large-scale distribution of texgperature, precipitation and winds as well as
the large-scale atmospheric circulation. Furtheandhey are considered to provide credible
estimates of future climate changes at continemtidrger scales (Randall et al., 2007).
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Regardless of the GCM reliability projections o€ tfuture climate change are dependent on the
emission scenarios used to describe the anthropofmoings of the climate system. Today, it is
impossible to know in detail how future greenhogas emissions will develop in the future since
they are highly dependent on demographic, techimdb@nd economic developments. Instead,
scenarios are created as alternative images ofttevuture might look like and are useful tools to
analyse how varies driving forces may influenceurfeit emission levels (IPCC, 2000). These
scenarios cover a wide range of realistic assumgtiegarding global population growth, economic
and technological development. As a consequenenasos are to some extent uncertain, even
based on the most plausible assumptions. UsualiM& are run with several (or two rather
different) emission scenarios to simulate a large pf possible future climate changes.

Finally, there are uncertainties associated with ttownscaling procedure. Here, the GCM
scenarios are downscaled by scaling the GCM-deWé&itparameters to the specific sites using
the relationship between the WG-parameters reptatden for an area of the size of a GCM-grid
box and the WG-parameters of the individual sitesafed within this grid box. In a strict sense,
such a relationship between the local scale (ihe.,station sites) and the regional scale (i.e, th
GCM grid box scale) is only valid for that periofitime for which the relationship was established.
A fundamental assumption in statistical downscalmedjes on the idea that an empirically
established relationship between the two scales &vgalid in the future (IPCC, 2001). Whether
this is true or not is impossible to test, as theme no ‘observations’ for the future. One way to
check the plausibility of this assumption, howevsrto divide the period with observations into
several shorter records for which the relationshifgsfound individually. If these relationships are
close to each other one can conclude that thdaelbetween scales is stable over time. This does
not prove that the assumption is valid in the fefusut gives a hint about the variability in the
relationship.
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5 Summary and Conclusion

This report describes the development of a weatij@rerator (WG) to create future daily
precipitation series at the local scale for Swed&® models were created and simulations of the
future precipitation climate were carried out f@&02meteorological stations in Sweden, for which
synoptic observations existed for the period 1962004. The large-scale climate change signal for
the simulations of the future local precipitatidimate were taken from scenario runs from two
GCMs, ECHAMS5 and HadCM3. One important objectivetb&é work was to quantify future
precipitation extremes, which was done by meanssa@écted indices quantifying extreme
intensities and frequencies. These indices werwatefrom the WG simulations of future local
precipitation. A large part of the report therefémeuses on these indices, their changes at annual
and seasonal scale as well as how well they analaied by the WG.

The local precipitation scenarios based on the®@\s show a general change towards increased
precipitation across Sweden on annual scale adiferent seasons. In parallel with the decrease in
the number of wet daydN(ain) on annual scale, daily precipitation intensgynt) increases and
there is a clear trend towards stronger extremethenfuture. However, the magnitude of the
changes depend on index. Deviations from this ggmate emerge depending on GCM used and
season. Future large-scale changes in the prampiteonditions, as estimated from the difference
between the GCM control and scenario runs, are fested by changes in the parameters of the
Gamma-distribution and the four transition probi@ibd. Changes in the Gamma-parameters
indicate an overall increase in precipitation. Bgans of the site-specific WG-models, this change
is translated to the local scale.

To sum up, the most important conclusions from shisly are given below:

Local precipitation scenarios:

* The local precipitation scenarios based on HadCht8 BCHAM5 show that the Swedish
precipitation climate — on annual and seasonaleseabecomes generally wetter in the
future.

* The magnitude of the change and its geographis#iilolition varies with index, season and
the GCM used for the WG simulation.

* The frequency of wet day#Nfain) decreases at many stations on annual scale.ntenyi
Nrain increases almost everywhere, in summidrain drops everywhere except in
northernmost Sweden (ECHAMD5) and in North-West Ssme@adCM3).

» Dalily precipitation intensitiepint together with the moderate extrenp&® increase at all
stations on annual and seasonal scale. The loeahsos based on the both GCMs give
very similar results.

* The one-daypxld) and five-day fx5d) maximum amounts increase at the majority of all
stations on annual scale as well as in spring amdew There is a difference in the
magnitude of change depending on GCM used.

* The heavy precipitation evenggc25 and exc40 increase at the majority of all stations on
annual scale.

* The seasonal changeseaxrc25 andexc40 vary with GCM. According to HadCM3xc25
increase at the majority of all stations in alls@es,exc40 in spring, summer, and autumn
(exc40). The ECHAMbS-based simulations estimate at maaticsts either a drop iexc40
or a zero change in winter, spring and autumn.
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The annual and seasonal changes in the numbemeécative dry dayspkcdd) vary with
GCM. Especially the ECHAM-based scenarios suggetaease ipxcdd in autumn and
winter, while a rise inpxcdd occurs in summer at stations in Southern SwedemgJ
HadCMa3,pxcdd increases at the majority of all stations in alhsons.

The local scenarios based on HadCM3 often givergetachange (wetter conditions) than
the ECHAMb5-based scenarios.

GCM precipitation scenarios and changes in GCM-derived WG-parameters:

Both GCM control runs considerably overestimateuahriotal precipitation compared to
the observations. The difference is related tayaicant higher frequency of rainy days in
the simulations.

According to both GCMs, annual precipitation totalsrease in the future. This change is
related to rising daily precipitation intensities.

Gammag decreases and Gamnfancreases according to the scenario simulatiorntsotf
GCM. This implies a small increase in daily intétesi exceeding 5-7 mm/day.

The changes in the transition probabilities dependseason and GCM. According to
ECHAMSb, p0l1 (wet day follows a dry day) increases in summet aotumn. HadCM3
suggests a decreasepitD (dry day follows a wet day) in all seasons.

Generally, the changes at local scale agree wéltktanges at large scale derived from the
GCMs.

Development and verification of the weather generator:

The transition probabilitiep00 andpll vary across Sweden in all seasopkl is higher
along the Swedish west coast and in parts of Southied central Swedep00 decreases
from South to North (implying more consecutive days in Southern Sweden).

The transition probabilitiep00 andpll vary with seasonpOO0 is higher angl1l is lower
during spring and summer. In autumn and winter péitgern is reversed.

The Gamma-parameters vary considerably over thesemf the yeara is higher ands is
lower during autumn and winter, in spring and sumrtiee pattern is reversed.

The agreement between simulated and observed i&typitation is in general very good
but varies slightly depending on month. Deviatians larger in summer and autumn.

The WG is able to simulate very heavy rainfall dgdike exc40, but tends to underestimate
the number of such events.

The agreement in the spatial distribution of obsdrand simulated precipitation indices is
generally good. Positive as well as negative dmnatoccur for all indices implying that the
differences are not systematic.

The WG works well in all parts of Sweden.
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